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The authors describe the design of a system for 
detection of  QRS complexes in the 
based on a single-chip microcontroller 
68HC811). A systematic analysis of the 
requirements for QRS detection and of the 
sign techniques is also given. Detection 
ing different nonlinear transforms for the 
of QRS complexes are evaluated by using the 
base of  the American Heart Association. 
show. that the nonlinear transform involving 
tion of three adjacent, sign-consistent differences 

D

diogram (ECG) is necessary for 
of many medical instruments. 
cardiac pacemakers sense the 

ities in the atrium and ventricle) The delivery 
cal stimulus is often inhibited when a 
wave is detected. For imaging the pumping 
tither x-rays' or magnetic resonance,' ECG-
sition is common, either to compensate for the 
poral resolution of an imaging system or to 
signal-to-noise ratio by averaging images 
cardiac cycles. When an intraaortic balloon pump 
to assist a failing heart,' the inflation and deflation 
balloon must
the .
the timing control of an intraaortic 

Although much research has been devoted to 
velopment of both analog and digital QRS 
reliable detection of QRS complexes remains 
lenge. ORS detection in the clinical environment 
cult because: 1) The wave shape of the 
varies significantly in health and in disease.'' 
other signals in the ECG recording, such as 
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time domain gives a good performance and a 
sponse. When inVemented with an 
pling rate, this algorithm is also capable 
pacemaker spikes. The eight-hit single-
troller provides sufficient throughput and •slows 
factory performance. Implementation of  
(ion algorithms in the same system improves 
and reliability. The low chip count in the 
favors maintainability' and cost—effectiveness. 
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T wave or a premature ventricular contraction, 
morphologically similar to a QRS complex. 
types of noise (e.g., caused by a pacemaker, 
surgical tool, power line interference, or 
interfere with QRS detection. 4) The quality 
frequency bandwidth of recorded ECGs may 
cantly, depending upon the purpose of 
(diagnosis or monitoring) and the 
ment (e.g., in an ambulance, in an operating 
ing exercise or at rest, with or without 

Conventional QRS detectors based upon 
tronics generally fail to provide the flexibility 
large variations in the ECG wave shape and in 
nal—noise condition. A computer-based QRS 
the other hand, may suffer from slowness 
because of the throughput limitation imposed 
underlying hardware and the involvement 
for implementing the detection algorithm. 
ing complexity of hardware and the involvement 
ware not only change the design of a 
algorithm dramatically but also raise 
reliability and 

'The purpose of this study was twofold. First, 
strumentation requirements for QRS detection 
tematically analyzed, to provide a guideline for 
sign of a computer-based QRS detector. Second, 
time ORS detector based on a single-
troller (the Motorola 68HC811) was developed 
plify techniques for algorithm design, 
uation, and enhancement of system 
maintainabi
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Figure 1. A typical PVC waveform and different types 
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The detection algorithm is the most 
nent in the design. The hardware and 
tions must be developed on the basis of, and 
of, the detection algorithm. However, it is 
any single QRS detection algorithm will satisfy 
mentation requirements and perform satisfactorily 
variety of clinical environments. The 
mentation requirements should be considered 
algorithm 

A real-time algorithm determines whether or 
QRS complex is present while the ECG is sampled 
continuing basis. More specifically, the 
of the detection software must not exceed 
period. A real-time algorithm must be causal, 
present and past data may be used. By contrast, 
real-time algorithm processes data 
and stored; thus, it does not have to be causal. 
has a frequency bandwidth between 0.05 Hz and 
However, the frequency bandwidth of 
may be reduced by the recording device. 
the ECG channel from a bedside monitor may 
cutoff frequency as low as 40 Hz. A 
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rate for QRS detection is around 250 Hz. 
an upper bound of 4 ms on the execution time 
detection 

Response 

Some instruments may require an early 
a detection point before the peak of the R 
others accept a late decision with a detection 
the appearance of the complete QRS complex. 
quirement for response time determines how 
ples on the QRS complex can be used in 
process. There is a tradeoff between response 
robustness. The detection decision is more 
more information is gathered from the QRS 
the sacrifice of 

Noise 

The types of noise that are present and 
should be rejected are also important 
the algorithm design. Different types of noise 
corded ECGs are illustrated in Figure 1. 
ments do not trigger on premature 
tions (PVCs), while others do. Rejection 
spikes is often required, while in some 
of ventricular pacing, the pacemaker spike is 
available signal to trigger the instrument 
mal R waves are absent. Thus, the noise-
bility not only is an important feature to 
also should be implemented such that user 
is 

Receiver Operating 

Certain parameters in a detection algorithm 
sensitivity of QRS detection. I f  sufficient test 
available, the receiver operating characteristics 
of a detection algorithm can be established 
the true detection rate vs. the false detection 
other conditions remain unchanged, increasing 
sitivity of a detection algorithm increases the 
tion rate and decreases the false detection rate. 
case of QRS detection, the appropriate 
on the ROC curve depends on the instrument 
application. For example, if the deflation of an 
balloon is triggered by the R wave, a 
(missed detection) is less tolerable than a 
(spurious detection). This is because a 
of an R wave would obstruct left ventricular 
leaving the balloon inflated during systole. On 
hand, a spurious detection would deflate 
prematurely and would only decrease the 
vided by the 
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Figure 2. Block diagram of 
er-based (MS detector 
forms of a processed ECG 
stag
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Dynamic 
The dynamic range of a ORS detection 

defined as the range of the input signal 
which the algorithm gives an acceptable 
In the clinical environment, the magnitudes of 
the input of QRS detectors may. vary over a 
range. An algorithm is more robust if it has 
broad dynamic range. For digital QRS 
dynamic range depends not only on the 
but also on the degree of quantization of the 

QRS DETECTION 

As Figure 2 shows, a typical QRS 
contains three stages of processing: linear 
linear transform, and decision.
stage usually includes an operation of digital 
tion. The nonlinear-transform stage 
volves a moving average of the signal 
provides an estimate of the signal energy. 
output of the nonlinear transform is compared 
threshold in the 

The appropriate linear filtering on the ECG 
purpose of QRS detection has been 
gated.''t'
and 15 Hz is generally acceptable.. A 60-Hz (or 
notch filter is also useful for suppressing power-
terference. However, linear filtering alone is 
cient to eliminate other types of noise, 
artifacts, pacemaker spikes, and 
ence, These types of noise typically have 
tra overlapping in part with that of the 
Thus, suppressing these interferences by low-
ing would also obscure the R wave itself. An 
nonlinear transform tuned to the wave shape of 
complex, on the other hand, can 
the signal-to-noise ratio prior to threshold 
This is why the nonlinear transform plays a 
portant role in 

The frequency domain behavior of linear 
be completely characterized by using 
By contrast, analytical tools for studying 
domain nonlinear operations on signals are 
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Some hemistic-based nonlinear operations" 
phologic Illters'
ORS detection in the past. Our preliminary study'
shown that two-point backward difference 
can be used as a nonlinear transform for 
of R waves. However, the use of various 
forms to suppress noise and to enhance 
remains an area where further investigation 

Proposed Nonlinear 
We systematically compared the ORS 

rithms based on five nonlinear transforms. All 
forms involve some operations of 
tive
comparison, the backward difference is used as 
ear filtering stage. Let u„ denote the current 
ple. The derivative of the ECG is approximated 
first-order backward difference, x,, 

Let y„ denote the output from the 
The five nonlinear transforms under 
defined 
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Adaptive 
An adaptive threshold is used in the decision 

refractory period (typically 100 Ins) is set 
after the detection of an R wave to 
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triggers on the same QRS complex. The 
old is used to increase the sensitivity of 
as the elapsed time from the last R 
Immediately following the refractory period 
old for detecting the next R wave is set at 
of y, during the past refractory period. From 
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on, the threshold is halved whenever a fixed 
elapses. This predetermined time period is 
time constant for threshold decay. 'The threshold 
allowed to decay below a lower hound. 'The 
"floats" above the noise level by an 
based on the noise level of previous cycles. 

Figure 3. A 
segment of an 
nal from the 
database (tape 
channel 1, beats 
and the results 
six QRS detection 
rithms. Arrows 
ECG panel show 
sets of R 
by 
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of y
tory period) is computed. The lower bound 
by the average y, plus half of the previous 
This averaging scheme is equivalent to a first-
nite impulse response 

8- 99 2 3 2
10- 94 36 42 —
12- 97 1 3 32

Comparison with an 
To provide a performance reference to the 

algorithms, we also implemented the 
oped by Okada." The Okada algorithm was 
cause its response time is comparable to that 
proposed algorithms. Some other algorithms 7,9 
vide better performance, but they either are not 
time or have much longer response times 
point can be as late as a few hundreds of 
after the R wave). The Okada algorithm 
nonlinear operations, including the 
each point by the square of a moving average 
adjacent points. Its computational complexity, 
of pmcessing time, is about four times that of 
point with sign consistency algorithm (equation 
Okada algorithm employs a constant 
out the cardiac cycle; the threshold is set at 1/32 
maximum of the nonlinear 

Evaluation of Algorithm 
The ECG database compiled by the 

Association was used to test the algorithms. 
shows examples of the QRS detection 
the six algorithms. A segment of ECG signal 
250 Hz is shown at the top. For each 
output from the nonlinear transform is 
ping with the adaptive threshold. The 
from the threshold detection is also shown. Due 
presence of noise in the last two beats, 
are observed • for all algorithms except the 
with sign consistency algorithm (algorithm 
three-point algorithms (algorithms 4 and 5) 
noise better than do the one-point and two-
rithms (algorithms 1 to 3), as indicated by 
baseline and the clearer separation between 
and the background. The effect of the sign 
constraint is the elimination of some 
noise spikes. The Okada algorithm also has 
rejection capability; the spurious trigger 
avoided if the threshold adaptation scheme 

Receiver Operating Characteristics 
to Dynamic Range 

To provide a quantitative assessment of 
rithms' performances, the false positives and 
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Table 1. Detection 
Three Algorithms Operating at 

Quantization 

sig
consisten

2-
Oka

*False 
tFalse 

1 — FN* FP't EN + 
Quantization ( % )  ( 9 6 )  0 6 )  

tives for each algorithm were recorded when 
zation level was varied between six and 12 
digital version of the MIA Arrhythmia 
was sampled at 250 Hz with 12-bit 
sampling rate is fixed and cannot be varied, 
degree of quantization can be easily increased 
ping the low-order bits. The AHA ECG 
80 tapes. The following eight tapes were used 
evaluation: 1207, 2202, 3202, 4204, 5208, 6203, 
8209. One tape from each series was included; 
tion of tapes was otherwise arbitrary. In all, 
were included in the evaluation. A valid 
fall into the window that begins 50 ins before 
100 ins after the R wave marked by the MIA 
The window is shifted by the average 
for each algorithm so that, so far as 
is concerned, an algorithm is not penalized 
in response. The method used for 
tion has been described 

Only algorithm 5 (three-point with sign 
and algorithm 6 (Okada's algorithm) 
torily. Algorithms 1 to 4 are, in general, 
although they gave reasonable true detection 
false detection rates were very high. For 
addition to algorithms 5 and 6, we show only 
of algorithm 3 (two-point), as a representative 
rest of the algorithms. Table 1 summarizes 
performances of the three algorithm, each 
its best quantization level. The false-positive 
and the false-negative (FN) rate are 

number of spurious triggers FP — x  100 number of 

number of FN — x  100 (%) number of 

The false detection rate is the same as the FP 
true detection rate is defined by (1 — FN). 
performance index (FP + FN) is formed 
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Figure 4. False negatives vs. false positives for 
rithm (Okada), the two-point algorithm (2-point), 
three-point with sign consistency algorithm (3-point). 
grecs of quantization are varied as shown by the 
bits adjacent to individual 

FN and FP equally. The best performance was 
the three-point with sign consistency algorithm 
closely followed by the Okada algorithm 

To further probe the issue of FN—FP 
4 shows FN versus FP for each of the three 
Notice that, by definition, the ROC curve is 
(1 — FN) versus FP. We use FN instead of (1 
because points corresponding to low FN and low 
shown with better resolution on the 
In Figure 4 the theoretical best 
ponds to the point at origin. The closer a point is 
origin, the better the performance is. If a point 
to the FP axis than the FN axis, the 
more spurious triggers than missed triggers, 
the case for the three-point with sign 
rithm. The three-point with sign 
shows a relatively broad dynamic range. In fact, 
degree of quantization seems to help 
detections; the best performance was that 

Figure 5. System hardware for the 
based on the 68HC811 
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eight-bit quantization in this test. The point 
was, on average, 2.4 ms after the annotation 
Okada algorithm, on the other hand, 
more false negatives than false positives. 
range is relatively narrow; performance 
abruptly as the number of bits dropped below 12. 
has a longer response time; the point of 
on average, 32.4 ms after the 

MICROCONTROLLER-
QFtS 
Hardwa

As Figure 5 shows, the QRS detector consists 
components, i.e., a single-chip microcomputer 
torola 68HC811E2), a crystal oscillator, and a 
reset circuit. The 68HC811 chip contains an 
6,800-family microprocessor. This 
eight-bit integer arithmetic, including 
division. No floating-point instruction is 
running under the "single-chip" mode, it becomes 
contained computer system equipped with on-
dom-access memory (RAM), electrically 
grammable read-only memory (EEPROM), and a 
timer. It communicates with the outside world 
and parallel I / 0  ports and an eight-bit, 
analog-to-

Development 
The development system consists of an 

Computer and a Motorola 6811 
(M68HC11EVM). An assembly source program 
ated on the PC and cross-assembled into an 
(Motorola ,S-record) machine program. The 
down-loaded to the evaluation module via an 
nection. The evaluation module has the in-
tion capability that allows one to test and 
program using the same I/O environment as 
device has. The evaluation module is also 
erasing, programming, and verifying the 
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EEPROM on a 68HC811. chip. On the target device 
the QRS detector) an 8-MHz crystal oscillator 
used. This clock is internally divided by 4, and 
sulting system clock rate is 2 MHz. 
are connected to one of the parallel I/O 
switches are used to select different 
rithms stored in 

Softwa

A main program is initiated upon the power-
The main program sets the 16-bit timer to 
odic interruptions at the chosen sampling rate. 
detection algorithm is implemented in an 
vice routine. The following is the pseudo code 
algorithm using equation 4 as the 

1.0 Reset the timer 
2.0 Assign old u„ to u„ _ and get new u„ from A/

AID for 
3.0 Assign old x„ to x, _ and compute x„ = u„ — u, 
4.0 IF x„ and x, /  have the 

TH

4.1 y
EL

4.2 y, 

5.0 IF refractory 
TH

5.1 threshold = maximum (y,
52 Count the refractory period, 

TH
5.2,1 refractory 
5.2.2 trigger 

EL
5.3 Count the threshold decay period, 

M
5.3.1 Reset 
5.3.2 threshold = 

5.4 IF y
TH

5.4.1 ref  tactory 
5.4.1 Reset 
5.4,2 trigger 

6.0 Output 
7.0 Return 

Evaluati

Three ORS-detection algorithms were 
on a 68HC811E2 microcontroller, The first 
with sign consistency) employs equation 6 and 
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Figure 6. Screen dump from a digital oscilloscope 
the trigger outputs of the microcontroller-based 
with three detection algorithms. The ECG 
spikes are generated by a patient 
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Figure 7. Comparison of the response times of the 
detection algorithms. The wavelomt on the top is a 
plex shmvn on an expanded time scale. The elapsed 
the Q wave to the detection point is shown for 
detection 

pling rate of 200 Hz. The second (two-
equation 3 and a sampling rate of 500 Hz. 
algorithm does not distinguish a pacemaker 
an R wave, while the first does. The third 
the Okada algorithm implemented with a 
of 250 Hz. The sampling rate was chosen for 
rithm to achieve its best perlomance. Because 
unable to optimize the sampling rate for 
using the digital AHA ECG database, the 
were chosen empirically and are not 

Via an external switch connected to one of 
l i t )  ports of the microcontroller, the selection 
algorithm to use is entered. The three 
bined occupy 872 bytes, less than half of the 
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chip EEPROM. The execution time for any of 
algorithms is less than 

Figure 6 shows an example of the ECG input 
trigger outputs for the three algorithms. The 
with pacemaker spikes was generated by a 
namics simulator (Model 130, Cardiac 
Mansfield, MA). The three-point with sign 
algorithm rejects pacemaker spikes and triggers 
waves. Both the two-point algorithm and the 
rithm trigger on pacemaker spikes. Figure 7 
differences in the detection points for the 
rithms. In this example, the two-point 
the fastest response, with a detection point at 7 
the Q wave. The three-point with sign 
rithm triggers around the peak of the R wave, at 
after the Q wave. The Okada algorithm 
after the R wave, at 30 ins after the 

CONCLUSI
The detection algorithm is the most 

nent in the design of a computer-based 
and strongly influences the architecture of 
Specifically, we have arrived at the following 
sions: I) Certain nonlinear transforms on the 
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