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Can Detectability Be Improved by Adding Noise?
Steven Kay, Fellow, IEEE

Abstract—It is shown that under certain conditions the perfor-
mance of a suboptimal detector may be improved by adding noise
to the received data. The reasons for this counterintuitive result are
explained and a computer simulation example given.

Index Terms—Decision making, Gaussian noise, signal detection.

I. INTRODUCTION

I T IS A TENET of detection theory that the performance of
a detector increases as the signal-to-noise ratio (SNR) in-

creases. Somewhat paradoxically, however, under certain condi-
tions detectability can be improved by addingindependentnoise
to the received data, in effect decreasing the SNR! Before de-
scribing a situation in which this phenomenon occurs we first
discuss in general the use of additional noise samples as a means
for improving detectability.

To simplify the discussion we consider the illustrative ex-
ample of detection of a dc level embedded in independent and
identically distributed (i.i.d.) noise. Formally, we wish to choose
between the two hypotheses

H0: x[n] =w[n]

H1:x[n] =A +w[n] (1)

for n = 0; 1; � � � ; N � 1, where the dc levelA is known and
A > 0, andw[n] is i.i.d. noise. Now assume that we have avail-
able the additional noise samplesfu[0]; u[1]; � � � ; u[N � 1]g.
It is well known that if the additional noise samples are statis-
tically dependent onw[n] and/or the probability density func-
tion (pdf) of u[n] depends upon whetherH0 or H1 is true,
then knowledge ofu[n] will improve signal detectability. In
fact, if either of these conditions hold, the optimal likelihood
ratio test (LRT) will depend uponu[n]. However, if the con-
ditional PDF ofuuu = [u[0]u[1] � � � u[N � 1]]T given the data
xxx = [x[0]x[1] � � � x[N � 1]]T does not depend upon which hy-
pothesis is true or

p(uuujxxx; H0) = p(uuujxxx; H1) (2)

then by the theorem of irrelevance [4], we can ignoreuuu. This is
because it is irrelevant to any decision betweenH0 andH1. It
is easily shown that the LRT in this case will not depend upon
uuu [2]. Alternatively, for the detection problem of (1)xxx is a suf-
ficient statistic. Therefore, we can restrict attention to the class
of detectors that depend onxxx, without any loss in performance
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[3]. Thatxxx is a sufficient statistic follows from the observation
that (2) can be rewritten as

p(uuujxxx; A = 0) = p(uuujxxx; A > 0)

or oncexxx is known, the PDF ofuuu does not depend onA. The key
point here is that we can ignoreuuu in determining the optimal de-
tector in the Neyman–Pearson sense. In the case of asuboptimal
detector, however, the use ofuuu may still improve detectability,
as we show in the next section.

II. A N EXAMPLE

For the problem of (1) consider the detector that decidesH1

if

T (xxx) =
N�1X

n=0

sgn(x[n]) > 
x:

This detector is suboptimal (unlessw[n] is Laplacian and the
signalA is close to zero [2]). Assume thatw[n] is i.i.d. with the
Gaussian mixture pdf

p(w) = 1

2
�(w; �; 1) + 1

2
�(w; ��; 1)

where

�(w; �; �2) =
1p
2��2

exp

�
� 1

2�2
(w � �)2

�
:

The optimal LRT for this problem is easily shown to decideH1

if

L(xxx) =
N�1X
n=0

ln

�
exp(�A2=2) exp(Ax[n])

cosh(�(x[n]� A))

cosh(�x[n])

#
> 
 (3)

and for a given probability of false alarmPFA and hence
threshold 
, it will produce the maximum probability
of detection PD . Now assume that we have a realiza-
tion of white Gaussian noise (WGN) with variance�2,
which is independentof w[n]. Calling this u[n], we form
y[n] = x[n] + u[n] and define the vector of data-plus-noise
samples asy = [y[0] y[1] � � � y[N � 1]]T . We now show that
the detector that decidesH1 if

T (yyy) =
N�1X
n=0

sgn(y[n]) > 
y

can have a higherPD (for a fixed PFA) than T (xxx). Hence,
adding WGN to the data improves detectability. Note that sim-
ilar investigations have been carried out under the name ofnon-
dynamical stochastic resonance[1]. However, in these studies
the figure of merit is SNR, which may or may not imply higher

1070–9908/00$10.00 © 2000 IEEE



KAY: CAN DETECTABILITY BE IMPROVED 9

Fig. 1. Difference in Bernoulli probabilities.

detectability for a higher SNR. In our example, the detectability
actuallydecreasesas the SNRincreases.

The analysis of detection performance is simplified if we con-
sider the equivalent detector

T 0(xxx) =
N�1X

n=0

�
1
2 + 1

2sgn(x[n])
�
=

N�1X
n=0

�x[n] > 
0x

and similarly forT (yyy). Note that�x[n] is a Bernoulli random
variable, taking on values zero and one with Bernoulli prob-
abilities, and thereforeT 0(xxx) is binomially distributed. The
Bernoulli probabilities depend on the hypothesisHi, either
H0 or H1, and so are denoted asp(i)x = Prf�x[n] = 1; Hig.
Likewise, we have

T 0(yyy) =
N�1X
n=0

�
1
2 + 1

2 sgn(y[n])
�
=

N�1X
n=0

�x[n] > 
0y

andT 0(yyy) is binomially distributed withp(i)y = Prf�x[n] =
1; Hig. The detection performance is easily shown to be mono-
tonically increasing withp(1)x , p(1)y , respectively, so that we re-
strict our attention to showing thatp(1)y > p

(1)
x . To constrain

PFA for the two detectors we choose
0x = 
0y = 0. Then,
underH0 since the PDF ofx[n] = w[n] is even, we have
that p(0)x = Prf�x[n] = 1; H0g = 1=2. Similarly, since the
PDF of y[n] = w[n] + u[n] is also even (w[n] andu[n] have
even PDF’s which after convolution produces an even PDF),
p
(0)
y = Prf�y[n] = 1; H0g = 1=2. Thus, if we choose

0x = 
0y = 0, the PDF’s forT 0(xxx) andT 0(yyy) will be the
same underH0 and thePFA ’s will be identical. To show that
p
(1)
y > p

(1)
x we note that

p(1)x = Prf�x[n] = 1; H1g = PrfA+ w[n] > 0g
= Prfw[n] > �Ag = 1

2 Q(�A � �) + 1
2 Q(�A+ �)

whereQ(x) =
R
1

x
(1=

p
2�) exp(�t2=2)dt. Also, p(1)y =

Prfw[n]+u[n] > �Ag. Butz[n] = w[n]+u[n] has a Gaussian

Fig. 2. Receiver operating characteristics.

Fig. 3. Probability density functions for original(p(w)) and transformed
noise(p(z)).

mixture PDF of1=2�(z; �; 1 + �2) + 1=2�(z; ��; 1 + �2)
so that

p(1)y =
1

2
Q

��A � �p
1 + �2

�
+

1

2
Q

� �A+ �p
1 + �2

�
:

As an example, forA = 1, � = 3 we plotp(1)y � p
(1)
x versus

�2, the variance of the added noise, in Fig. 1. Note thatp
(1)
y >

p
(1)
x and the difference appears to be maximized at�2 = 7:5.

Hence,PD can be improved by adding WGN tox[n]. The actual
detection performance can be obtained using these values ofp(1)

in the binomial distribution. However, to verify the conclusions
we performed a Monte Carlo computer simulation forN =
30. The receiver operating characteristics (ROC’s) are shown
in Fig. 2. As claimed the addition of noise improves detection.
Of course, theoptimalLRT of (3) outperforms both suboptimal
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detectors, its performance nearly perfect (PD � 1 for all PFA’s
as seen in Fig. 2). Note that the optimal detector does not utilize
the u[n] noise samples in its statistic. This is becauseu[n] is
independent ofw[n] and the PDF ofu[n] is the same under either
hypothesis. Hence, the conditional pdf ofuuu satisfies (2) and the
additional noise samples provide no discrimination.

Finally, the question arises as to where the gain in perfor-
mance came from. The answer is that by adding WGN we have
effectively changed the noise pdf from one with very little mass
at zero to one with more mass as shown in Fig. 3. The increase
in p(1) is just the area shown. This is because

p(1) = Prf�y[n] = 1; H1g or Prf�x[n] = 1; H1g

= PrfA+ z[n] > 0g or PrfA+w[n] > 0g

= Prfz[n] > �Ag or Prfw[n] > �Ag:

Since the pdf’s ofz[n] and w[n] are even and thus satisfy
Prfz[n] > 0g = Prfw[n] > 0g = 1=2, the increase inp(1) is

Prf�A < z[n] < 0g � Prf�A < w[n] < 0g as shown by
the shaded area in Fig. 3. This is about 0.07 which is consistent
with Fig. 1. In effect, the loss in detectability incurred by re-
ducing the SNR is more than offset by the increased sensitivity
of the new noise pdf near the origin.This is because as the
pdf is shifted to the right due to the presence of a signal, the
probability of a threshold crossing increases more dramatically
for p(z) than forp(w).
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