IEEE SIGNAL PROCESSING LETTERS, VOL. 17, NO. 1, JANUARY 2010

Convergence of the Multidimensional
Minimum Variance Spectral Estimator for
Continuous and Mixed Spectra

Steven Kay, Fellow, IEEE, and Lewis Pakula

Abstract—A proof of the pointwise convergence of the multidi-
mensional minimum variance spectral estimator as the region of
data support becomes infinite is given. It is shown that an octant is
sufficient to ensure that the minimum variance spectral estimator
will converge to the true power spectral density. The proof is valid
for 1-D, multidimensional, continuous, and mixed spectra. Another
useful result is that a normalized minimum variance spectral es-
timator can be defined to indicate sinusoidal power for processes
with a mixed spectrum. Finally, upper and lower bounds on the
continuous portion of the spectral estimate are given.

Index Terms—Signal resolution, signal detection.

I. INTRODUCTION

HE minimum variance spectral estimator (MVSE), orig-
T inally proposed by Capon [5], has found widespread use
in time series analysis and array processing [3], [7]. In the latter
case it is sometimes referred to as the minimum variance distor-
tionless response beamformer (MVDR) [7]. One of its important
properties is that it can be used to estimate the power spectral
density (PSD) in multiple dimensions and for arbitrarily spaced
data samples [6]. Thus, it lends itself nicely to spatial processing
and temporal processing or a combination of both. In practice,
only a finite region of data support is available. Thus, the ques-
tion of which region of support should be used naturally arises.
In order to be able to estimate the PSD without error as the size
of the selected region of support increases, it is necessary to
establish convergence results. Many convergence theorems are
available that address various types of spectra. For 1-D sinu-
soids in colored noise an elegant proof is given in [8], which
establishes convergence at the sinusoidal frequencies for a nor-
malized MVSE designed to locate these sinusoidal frequency
locations. For the usual MVSE, however, no convergence re-
sults are given for the continuous part of the spectrum. Further
results along these lines are presented in [9]. Finally, in [10] a
convergence proof for the sinusoidal frequency locations for the
multichannel mixed spectrum case is given for the normalized
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MVSE. Again no convergence results are given for the contin-
uous part of the spectrum for the usual MVSE.

In this paper we give a general proof that is quite straight-
forward, relying only on the definition of the MVSE, the use
of the Cauchy—Schwarz inequality, and widely known results in
Fourier series theory. The proof covers the following cases.

1) A continuous PSD, either 1-D or multidimensional.

2) A mixed PSD consisting of a continuous PSD component
as well as point masses (sinusoidal contributions), either
1-D or multidimensional.
From a practical viewpoint this covers all the cases of interest
except for the multichannel one. We believe that this last case
can also be proven in a similar way and hence would extend the
theorem in [10].

A useful result of this paper is the answer to the question of
an adequate region of data support to ensure convergenece. The
required region of support is the causal one in one-dimension
and a quarter plane (QP) region in two dimensions, i.e., this is
the availability of the data which for one dimension is z[n] for
0 < n < N — 1, for two dimensions it is x[k,{] for 0 < k <
K —1,0 <1< L —1,and so forth. Then as N — oo in one
dimension and as K — oo, L — oo in two dimensions, and so
forth, the MVSE will converge pointwise to the true PSD at the
frequencies for which the PSD is continuous. More generally
one requires an octant region of support in m dimensions.

II. DEFINITION OF THE MVSE

For the sake of clarity consider the m-dimensional MVSE
for m = 2 and for K = L, a region of support that we will
denote as N x N (although this latter choice entails no loss of
generality). The extension to arbitrary m is identical except for
a more complicated symbolism.

To define the MVSE we first note that it can be viewed as a
scaled version of the minimum variance of a linear unbiased es-
timator for the complex amplitude of a sinusoid [3]. In so doing,
it is assumed that the complex sinusoid is added to wide sense
stationary colored noise with PSD P( fi, f2). The variance can
be shown to be given in filtering terms as

) (f105 f20) /__/E |H(f1, f)I>P(fr, fHdfrdf> (1)

where H(f1, f2) is the frequency response of a linear shift in-
variant filter with constrained value H( f1,, f2,) = 1 and whose
coefficient support is over a QP as [3]
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The value of J™V)(fy,, f2,) when it is minimized over all
H(f1, f2) subject to the constraint H(f1,, f2,) = 1 produces
the minimum value of the variance of the unbiased estimator.
Using this value the MVSE is defined as

Plg\\r/)SE (f107f20) N2Jm]:7n) (flo?f?o) (3)

Note that a scale factor of N2 is used to convert the variance,
i.e., power, into a power spectral density estimator.

To show that this is indeed the MVSE, although possibly ex-
pressed in unfamiliar terms, we reformulate the MVSE for one
dimension. (For two dimensions the form of the MVSE in terms
of matrices can be found in [3]). Thus, we have from (1)—(3) that

PiVse(fo) = N3 ()
J<N><fo>=/_] (DEP)f
—1
Z )| exp[—727 f k]
k=
where H(fo) = 1. Now let h = [h[0]A[1].. h[N -
1]]¥, where 1 denotes transpose, and e(fo) =
[1 exp(527fo)...exp(j2nfo(N — 1)]T. Then it can

be shown that

g = |
_1
where R is the N x N autocorrelation matrix and H denotes

conjugate transpose. Hence, the MVSE is found by minimizing

W=

|H(f)I?P(f)df = h"Rh

JMN)(fy) = h Rh subject to the constraint that hF e( fy) = 1.
The solution is well known to be
1
g —
e ) = SR Te o)

and when scaled by N produces the MVSE as

- N
PI&’IV)SE(fO) = eH(fU)R e

which is the usual expression [3].

o) @

III. PROOF OF CONVERGENCE

The main theorem asserts that as N — oo in (4) the MVSE
converges to the true PSD at those points at which the PSD is
continuous. For the other points of a mixed spectrum, i.e., one
that contains point masses, the use of (4) will produce infinity
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will produce the power of the sinusoids at the sinusoidal fre-
quency locations and zero for the frequencies at which the PSD
is continuous as N — oo.

Theorem 3.1 (Pointwise Convergence of the Multidimen-
sional MVSE): Let P(f1, f2,..., fm) denote a multidimen-
sional power spectral density (PSD) given by

P(f17f27-~--fm) :Pn(f1,f2,...,fm)
+ZPi5(f1 —fiisfo—foire s fm
=1

where P.(f1, f2,...,fm) is the continuous part of the PSD
and the remaining Dirac impulses represent the point masses at
(f1:s fois- s fm;). Pe(f1, fo, .-, fm) is assumed continuous
and periodic with period one in each variable, i.e., continuous
as a function on the m-torus (with the basic frequency m-cube
definedas —1/2 < f1 <1/2,-1/2< fo <1/2,...,-1/2<
fm < 1/2). It is further assumed that P.(f1, fa, .-, fm) >
a > 0.
Defining the MVSE as

P{Rsu(frs forevos fm) = N™ IS (Fr, o,
and also defining the normalized MVSE as

Plsij\\[/SE(flafz--~--,fm) = Jr(lfil)(fl;f27~-~

- fml) (6)

<5 fm)

s fm)

then

1) See the bottom of the page, and
2)

Aim Pl\(/IVSE(fhfZ ----- , fm)
:{11;, if (f1, fa,- ..
0,

otherwise

Proof: The lower bound result used in the proof is based
on the work in [1] where it is used for the 1-D case. For sake
of simplicity in notation we consider only the 2-D case with the
m-dimensional case requiring only a slight change in notation.
We break the proof up into two parts, the first for frequencies at
which the PSD is continuous and the second for the frequencies
at which point masses reside.

First consider a given arbitrary frequency ( f1,, f2,) at which
the PSD is continuous and hence is equal to P.(f1,, f2,). Let
Hopi(f1, f2) be the frequency response that minimizes (1) sub-
ject to the constraint that H( f1,, f2,) = 1. Then we have

2 = |Heopt(f10, f20)?

>fM) - (f117f2~-'~'7fmi)

at the frequencies of the sinusoids. If one wishes to obtain the N-IN-1 2
powers of the sinusoids at the sinusoidal frequencies, then the Z Z hopt[k, 1] exp[—j2m(f1,k + f2,1)]
normalized version [3] k=0 1=0
N-1N-1
L ONY 1
P (fo) = ) zz/ /1Hom fuofo)
vse(fo) ef(fo)R~1e(fo) k=0 1=0 3
. A(N) | oo, it (f1,fay--os fm) = (f1,, f2,s- -y fm, ), fOr some ¢
A Puvse (S o fm) = {Pc(fl,fQ,...,fm), otherwise
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x expli2w(frk + f2l)]df1df2
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and defining
| N
(N) — exp[—j2m fk]
TN &

this becomes

12: N/1/1Hopt(f17f2)

x (f1o — fl)E(N)(fZO

P.(f1, f)EX

— f2) df1df>

o
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with the second to last step due to the Cauchy—Schwarz in-
equality and the last step due to the increased output of the
filter due to the sinusoidal contributions. Now let F(N)( =
|EQ(f)|?, which is just

. 2
70 - ()

and is recognized as the 1-D Fejer kernel. As a result we have
from above that
1

Loy FYV (- FNY

N2J15nm)(f107f20) Z

1
2 2
Note that the product of two 1-D Fejer kernels F} can be written
as the 2-D Fejer kernel F5 [2] so that we have

(N
Pl\(/IV)SE(flwf?o) N2J1§11n)(f107f20>
1
>

T ot PR = fifeg =1
J'_Z%f_-% - (ll’j(fljfz)20 )dfldf2

@)
a lower bound on the MVSE.

V(fo . '
Pr(fhlﬁ)(fz“ b)df1df2

Next, let hk,[] = = exp[j27m(f1,k + fo,1)] and note that it
satisfies the constraint since its Fourier transform is

N-1N-1
H(f1, f2) = Z Z

x explj2m((fi, — f1)k + (foo — f2)D)]

and therefore H( f10s f20) = 1. As a result,

can be no
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smaller than J )(f 1, f2,) and therefore
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Thus, we have that

N)
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</
-/

Z F(N) (fio — f1,s foo — f2.)

= f2))]

N2J1(n]:;)(f107f20)

/ﬂmm—mm—mmnm%%

/ F<N) (fio = f1: foo = f2)Pe(fr, f2)df1df2

W= K\VI—‘
W= K\VI—‘

w|~

and finally, we have bounded the MVSE as

1
1 1 (N) : \foo— 1>
f—Z%f—Q%FZ (j;)o(flffzf ) df, df
< PN (f1o: foo)
S/'1/'1 (N)(flo fl’f20 f2) (flaf?)dflde

S PEN (i = i foo — o).

i=1
The multidimensional Fejer’s theorem [2] states that for a
continuous function g(f1, f2) we have the limit

11111 / / (f1, f2) F2 (fl—fl &o— f2)dfrdfa =g(&1,&2).
Also, for (f17 fg) # (0,0), it is known that

(f1, f2) = . O]

Now because P.( fl, fg) is continuous and bounded away from
zero by assumption, 1/P.(f1, f2) is also continuous, and there-
fore Fejer’s theorem applies. As a result the limit of both sides

®
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of the inequality in (8) is P.(f1,, f2,) and thus by the sandwich
theorem [4]
hm N2Jmm(f107f20) C(flovfzo):P(flmf?o)
for all (f1,, f2,) for which P(f1, f2) is continuous.
Next assume that (f1,, fo,) is at a point mass, say ( f1,, fa, ).
Consider an arbitrary H(f1, f2) such that H(f1,, f2,) = 1.
Then,

J(N)(floaf%)

1

:/_/_| o PP f)dfdfs

+ ZPL'|H(f1,~,f27) 2
i=1

Z Pk|H(f1k7f2k)|2 = Pk

Hence, N2JN)(f1,, fa,) > N2 Py, forall H(fy, f») and there-
fore

P]slj\\T/SE(flo f20) NZJI(n]Yn(flo?f?O) ZNQP]C

and clearly approaches infinity as N — oo. This completes the
proof for the usual MVSE.

Next consider the normalized version of the MVSE used to
locate the sinusoidal frequencies. From (8) for a frequency at
which the PSD is continuous we have

PI&IVSE flo f20

< N2/ / FN (1, -

<P fo)dfydfs

—ZZPiFZ(N)(flo - f177f20 - f21)~
i=1

e

f1, f2o = fo)

N|H

(10)

Since the integral converges by the previous results and using
(9) we see that the right-hand-side converges to zero. On the
other hand, for a frequency corresponding to a point mass, say
(f1,, f2,), we have that

~ N/
Pl\(/IV)SE(flk7f2k)
—minJ(N)(flk f2.)

_mm/ / AH(fu, )PPl f2)dfs dfs

+2Pi|H(fli7f2i) 2 > P

=1
since H(f1,, f2,) = 1. Finally, from (10)
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Z Pin(N)(flk — f1.: for — f2.)

i=1,i%k
FM(0,0
+ Pk 2 ( ) ) .
=1
As before the right-hand-side converges to zero except for the
last term, which is Pj. This completes the proof. [ |

IV. UPPER AND LOWER BOUNDS ON THE MVSE

Note that from (8) upper and lower bounds for the MVSE for
the frequencies at which the PSD is continuous can be written
as

1

L FMY () —uy, fo—us)
fj% . Pl(u1 l'lLQ) duldu2

A(N)
SP VSE( )
1
"2

and noting that both bounds represent 2-D convolutions we have

1 (N)
PMVSE(f17f2)
F( )(flva)** (f1 f2)

< BV (fr, fo) % +Pel i, f2)-
(11)
The 2-D Fejer kernel is given by

(N) 1 [sin(rfiN) 2 sin(m foN) 2
FyV(fu f2) = <5 | —= .
N sin( f1) sin(7 f2)
and clearly as N — oo produces a 2-D Dirac delta function
necessary for convergence. However, for finite NV, bounds can
easily be obtained using this expression. It is clear that from (11)
the bounds will be tighter when the PSD has a small dynamic
range. In the extreme but uninteresting case of P.(f1, f2) = ¢1,

where ¢ is a constant, it is seen that the bounds are the same
and are both equal to c;.
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