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Abstract— Various techniques have experimented with 
sensory substitution as a means to relay information from an 
impaired sense to another.  Often, the limited sensory 
bandwidth of modalities makes replacement of the visual 
system difficult or impossible.  This study has explored the use 
of a visual to auditory substitution technique with a reduced 
set of visual information, namely motion information.  Visual 
information captured through a camera and processed in 
Matlab is presented in stereo through headphones. Objects 
moving in the field of view (FOV) have varied audio outputs 
with high and low pitched tones mapping to larger and 
smaller motion mass, respectively. The location of the object’s 
center of mass is presented through modulation of stereo 
audio.  Processing techniques have been selected in order to 
meet real-time, lower power constraints of an assistive 
technology device. 

I.  INTRODUCTION

Visual impairment is a problem that affects many 
with numerous causes, but all can have a significant 
impact to humans.  Over the years, many individuals 
have attempted to repair the visual system or 
alternatively supplement the impaired system through 
substituting another sensory system called sensory 
substitution.  While many techniques have not been 
able to gain widespread use or acceptance, sensory 
substitution is an active area of research.  Visual 
sensory substitution is particularly a difficult problem 
with other sensory systems lacking sufficient 
informational capacity.  While brain plasticity could 
help supplement informational capacity, such as with 
reading braille [2], the extent to which it can augment 
processing is still unknown.  Researchers, such as 
Meijer [1], have developed techniques providing a 
nearly direct translation of information, but at a 
significantly reduced resolution and frame rate.  Even 
with this large reduction in detail, this large amount of 
information almost completely impairs the auditory 
sense from normal environmental inputs.  With a 
focus on imposing less on the normal auditory sensing 
abilities, a novel approach has been devised that 
utilizes a subset of visual information, namely 
characteristics extracted from motion information, and 
relay the results through a simple stereo audio 
algorithm.  The current algorithm assumes one object 
in the field of view, and presents information to infer 
size, location, and direction of motion of the motion 
mass using stereo audio amplitude modulation and 
frequency.

Figure 1: Sequence of sound algorithm

II.  METHODS

For the proposed device, a number of components 
are necessary as illustrated in Figure 1.  Matlab based 
scripts have been written to provide the necessary 
computations.  The following sections detail the 
image processing and audio generation techniques.

A.  Image Processing
To start the image processing, color images are 

captured from a camera.  Next, the image is converted 
to grayscale and subsequent frame pixel intensities are 
subtracted, similar to the technique detailed by Han 
[3].  Ideally, the only pixels with a non-zero value 
would be the portions of the field of view that have 
changed due to motion.  A binary image is generated 
from all of the pixels exceeding a heuristically set 
threshold.  Further noise reduction is performed 
through applying a sequence of morphological image 
operators.  A number of noise sources exist, such as 
sensor and environmental noise, which the effects are 
reduced by a combination of operators assuming poor 
spatial organization (i.e. leaves blowing in the wind). 
From this image, the center of mass is computed to 
determine the location of the motion, and the number 
of pixels above the threshold specifies the motion 
size. 

B.  Audio Projection
With motion parameters extracted, Matlab is used 

to create a pseudo-three dimensional sound using 
stereo audio that the user can interpret to determine 
where the moving object is located, the direction it is 
moving in, and the relative size of the object.  
Depending on the location determined, the sound 
amplitude for each speaker is set as  a  fraction  of  the




