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Abstract— This project aims to design a lightweight helmet
that  utilizes  the  fundamentals  of  transcranial  magnetic
stimulation (TMS) to aid in the treatment of brain injuries such
as  stroke.   The proposed design consists  of  a  PVC framework
that can hold six detachable units, two of which are motor-units
for housing and rotating disc magnets.   Each 3D-printed motor-
unit holds two neodymium magnets, which can be rotated at two
different speeds via a switch, and arranged along the framework
of the helmet to target specific areas of the brain. The objective of
this project is to produce a prototype helmet to support clinical
studies  on  the  efficacy  of  low-frequency  low-intensity  TMS
therapy for a prolonged period of time.

Keywords—transcranial  magnetic  stimulation;  brain  injury;
rehabilitation; neodymium magnet; rotational magnet field

I. INTRODUCTION 

Transcranial magnetic stimulation (TMS) is a non-invasive
method of brain injury rehabilitation that uses a magnetic field
to stimulate targeted areas of the brain. The treatment uses coils
to create a  rapidly changing magnetic  field which generates
weak electric currents. This causes either a hyperpolarization
or  depolarization  of  a  cell's  membrane  potential,  inducing
controllable manipulations in certain behavior. Originally used
for  diagnostic  purposes,  the  last  few  decades  have  seen  a
number of studies test the effects of TMS as a therapy option
not  only  for  psychiatric  and  neurological  disorders  [1],
including  depression  and schizophrenia  [2],  but  for  brain
injuries  –  specifically  those  attributed  to  strokes,  such  as
inhibited motor control after acute cerebral infarction [3]. 

Current TMS therapy is performed almost exclusively in a
clinical setting. A single round of treatment can take between
20 and 40 minutes, and cost about US$2,500. As the medical
conditions TMS is associated with typically require frequent
treatments  over  extended  periods  of  time,  the  conventional
TMS as a rehabilitation option is both costly and inconvenient.
This  project  aims  to  provide  an  affordable,  convenient,
alternative  to  the  standard  TMS,  in  order  to  expand  the
accessibility of a promising treatment method. The proposed
lightweight helmet will employ rotating permanent magnets on
an adjustable framework,  so that  the induced magnetic  field
can be moved to stimulate different areas of the brain. Using a
helmet,  that  supplies  comparatively  weaker  stimulus,  will
allow patients the option of receiving treatment from home and
for  prolonged  periods  of  time.  While  the  efficacy  of  this
approach still requires further clinical studies, the goal of the
present project is to develop a safe and comfort prototype that
will facilitate future clinical studies. 

II. METHODS

The  design  of  the  TMS helmet  is  based  on  a  previous
project [4].   As shown in Fig. 1, the main components of this
device  include  a  framework  mounted  on  top  of  a  bicycle
helmet  base  (A),  two  motor-units  containing  rotating  disc
magnets (B), and a switch and speed control circuit for each of
the  motor-units  (C).  These  components  are  described  as
follows.

A. Framework

The framework facilitates the mounting of the motor-units
and provides the flexibility  of aiming the magnetic fields to
specific  impaired  areas  of  the  brain.  The  materials  of  the
framework are from PVC pipes, cut and thermally formed to
the desirable shapes. The framework contains two PVC strips
that  are  glued  to  the  styrofoam  base  of  a  bicycle  helmet.
Reclosable  fasteners  (3M Dual  Lock® SJ3560)  are  used  to
attach three ridges across the top of the head as shown in Fig.
1A.  The  positions  of  the  ridges  are  easily  adjustable.  The
bottom of each ridge also has reclosable fasteners for attaching
the motor-units and  the support units. The support-unit has the
same shape of the motor-unit, but does not contain the motor
and  the  magnets;  it  is  used  to  allow  the  helmet  resting
comfortably on the head.

Figure  1.  (A)  PVC  framework  to  be
mounted  on  top  of  a  bicycle  helmet
base;  (B)  3D  printed  motor-unit
containing  with  rotating  permanent
magnets,  (C) switch and speed  control
circuit. 
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B. Motor-Unit

As shown in Fig. 1B, the motor-unit consists of a small DC
motor and two permanent magnets encased in a housing. The
housing  is  designed  by  using  a  computer-aided  design
software  (SolidWorks,  Waltham,  MA)  and  3D-printed  with
ABS plastic. The motor is a generic 12V 300 rpm DC motor
that has a 3 mm shaft and a speed reducer gearbox. This motor
provides sufficient torque to turn the magnet assembly with the
power from a 9V lithium-ion rechargeable batter (600 mAh).
Each of the two disc magnets is 1/4-inch thick and 1 inch in
diameter,  made  of  N52  neodymium and  having  a  magnetic
strength of 0.33 Tesla on the surface. The support-unit is just
the housing of the motor-unit and does not contain the motor
and the magnets. 

C. Speed Control

As shown in Fig. 1C, a simple transistor circuit is used to
control the rotational speed of the magnet assemble. A single-
pole triple-throw (1P3T) switch is used to select among  Off,
Slow, and Fast. The fast speed is achieved by connecting the
9V supply directly to the motor, resulting in a rotational speed
of 68 rpm. The slow speed is achieved by driving the motor via
an NPN transistor (2N2222). A 1200-ohm base resistor is used
in order to result in a rotational speed of 34 rpm.  

III. RESULTS

The final assembly is shown in Fig. 2, which contains two
motor-units and four support-units. The support-units provide
stability and uniform balance so that the motor-units remain
positioned correctly once the location is chosen. All units are
connected to the frame by reclosable fasteners, allowing for
easy rearrangement, should the area of the brain targeted for
treatment change. The framework, in cooperation with the size
and mobility of the motor-units, allows the helmet to target the
major areas of the brain, within the cerebrum, typically injured
when a stroke occurs.

Because  a  motor-unit  operates  under  its  own  switch
mechanism,  each  of  the  two motor-units  implemented  on a
helmet at a time can operate at its own speed (either 34 rpm or
68 rpm respectively).  With independently operating  motors,
different parts of the brain can receive different stimuli at the
same time.

An important aspect in the usability of the helmet is the
noise caused by the rotation of the magnets. In several tests
performed  in  closed  quiet  rooms,  we  determined  that  the
motors increase the decibel reading between 9 and 11 decibels
on the “slow” speed. Going from the “slow” to “fast” speed
results in an average increase of 10 to 12 decibels. For patients
who are wearing this helmet for hours at a time, the noise at
the present level may be difficult to bear. 

Another  issue  regarding  this  prototype  is  the  structural
strength. Due to the strong magnetic fields, a motor-unit could
be pulled out of the position by a ferromagnetic object nearby.
Finally, the maximum rotational speed of the magnet assembly
(68 rpm) may need to be further increased in order to enhance
the intended therapeutic effects.

Figure 2. Functional prototype implementing two motor-units and four support-units onto
PVC framework. The underside of each PVC ridge contains reclosable fasteners in order
to allow all units to be rearranged as necessary.

IV. DISCUSSION

This project  has resulted in a functional  prototype of the
wearable  TMS  helmet  using  rotational  permanent  magnets.
The prototype  is safe and comfortable to wear on the head.
However, it  will need further improvements before it can be
used in the clinical trial for testing the efficacy. The three issues
that  have  been  identified  are  noise,  rotational  speed,  and
structural strength. The motor-unit needs to be redesigned. The
motor itself and the speed reduced gearbox generate too much
noise. A possible choice is a servo motor cable of continuous
rotation via pulse-width modulation controls. The servo motor
should also be able to achieve a rotational speed of 180 rpm,
about 3 times faster than what the present prototype delivers.
The  structure  strength  can  be  improved  by  increasing  the
contact areas of the joints. The penetration depth of the N52
magnets  in  use  is  about  10  cm based  on  a  paper  phantom.
Future work will also include a penetration depth study using a
more realistic phantom of the human skull.
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Abstract—In many different medical environments, there is a
large  risk  of  healthcare-associated  infections  (HAI).  Thus  the
project is concerned with the development of a system to monitor
the  hand-washing  performance  of  healthcare  professionals.  A
monitoring system using radio-frequency identification (RFID),
water sensors,  an Arduino microprocessor,  and communication
capacities  of  a  smartphone  was  developed  in  this  pursuit.  An
Arduino microprocessor was programmed to access RFID cards
within the vicinity of  the device scanner.  The  system used the
RFID  code  to  monitor  the  hand-washing  activity  that  should
occur  at  the  designated  hygiene  location.  Inconsistent  events
would then be sent to management via a smartphone application.
A prototype was developed that accomplished the aforementioned
goals.  The  proposed  smartphone-based  system  provides  a
convenient and cost-effective solution to monitoring hand hygiene
compliance.

Keywords—radio-frequency identification (RFID), healthcare-
associated infections, hand hygiene compliance

I. INTRODUCTION

Throughout  developed  nations,  there  is  approximately
between  5%  and  10% of  patients  that  acquire  health  care-
associated  infections,  and  it  is  estimated  that  15%-40%  of
those  admitted  to  intensive  care  suffer  from  HAI  [1].  The
World  Health  Organization  also  reports  that  there  are
approximately  90,000  deaths  in  the  United  States,  with  an
estimated cost of $4.5 - 5.7 billion.

A collection of studies have found that when measures are
taken to increase compliance with HHC regulations, that the
number  of  those  that  comply  with  regulation  increase  with
statistical significance [2]. Out of the studies covered by the
previous  reference,  58%  of  the  included  studies  found  a
significant  reduction in  HAI when compared with a  control
group.  Another  study  had  observed  that  before  monitoring
HHC compliance, that the rates of compliance were 26% for
intensive care units and 36% for non-intensive care units [3].
After a year of monitoring and observing, the study found the
intensive care units rates of compliance increased to 37%, and
non-intensive care units increased to 51%.

There  have  been  several  patents  that  discuss  different
approaches to implement monitoring methods for the goal of
increasing  hand-hygiene  compliance  (HHC).  One  patent  in
particular discussed the usage of radio frequency identification
(RFID) technology to ensure that individuals with RFID cards
enter a room must wash their hands while complying to hand-
washing regulations [4]. Utilizing the basis of a RFID tracking

Figure 1. Flowchart of the proposed HHC monitoring system.

system, the aim is to implement a system that tracks the HHC
compliance with extra conditions. There were a few systems
that appeared to be based on a complex system located with
the professionals, not with the rooms. One system, named the
nGage™ (Preventix,  Hoorn,  the  Netherlands)  utilized RFID
tracking and dispenser sensors to monitor compliance [5]. The
project  is  intended  to  take  advantage  of  the  ubiquitous
smartphones and their communication capacities,  which will
allow for a simpler and cost-effective solution for immediate
notification of HHC.

II. METHODS

A. Tracking

As shown in Fig. 1, the tracking component of the system
is  the  RFID  cards  that  would  be  carried  by  healthcare
professionals. When an individual enters the room, a hub at
the door with a RFID sensor receives the identification code
(IDC), then enters the IDC into a queue. Upon scanning the
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IDC, the sink module initializes timers. Once an inconsistent
event is detected, the system sends the IDC and an error code
back  to  the  central  hub  and  then  reports  the  event  to
management. If the individuals wash their hands following the
HHC compliance, the IDC will not be transmitted back to the
hub. 

B. Evidence 

The  most  basic  option  is  a  timer.  This  timer  holds  the
individuals  to  HHC  standards  in  the  healthcare  field,  and
requires enough time be spent on the hands. The next form of
evidence is a sensor that  detects the presence of water.  The
sensor  prevents  individuals  from  arriving  at  the  sink  and
waiting there for the timer to expire while not washing their
hands. The sensor is coded to detect whether or not the water
faucet  has been turned on and track the flow of water.  The
flowchart in Fig. 1 specifies the event sequence of the system.

III. RESULTS

A system and system structure was developed in order to
monitor  compliance  in  a  medical  setting.  The  Arduino
processors were connected to devices that detect the presence
of water, communicate via Bluetooth wireless channels, give
indications via color-coded LED's, detect inconsistent events,
and transmit the error codes out to a smartphone device. The
network tracks hand-washing with timers and water sensors to
ensure that hand washing occurs. If an error occurs, the sink
system sends  the  door  hub  the  IDC and  the  error  code.  A
queue system was created to  allow for  tracking of multiple
individuals. A basic smartphone application was developed for
communication and alerts. The layout of the prototype systems
are given in Figure 2.

IV. DISCUSSION

A  prototype  system  for  monitoring  the  hand-hygiene
compliance  by using the  RFID technology and smartphones
has  been  developed.  While  the  system  provides  the  basic
functions  to  achieve  the  goal,  a  few  conditions  were  not
observed or  accounted  for  in the programming.   The queue
system allows for members to enter the room while the system
is able to monitor whichever individual person washes their
hands.  When someone enters  the  room, there is  always the
chance  that  they  leave  the  room,  realizing  that  they  forgot
something or  that  they potentially  entered the wrong room,
and thus do not need to wash their hands. The code to correct
this situation has not yet been implemented in the software and
can be improved as follows: When a duplicated IDC was sent
by the door hub and the individual has not appeared at  the
sink’s  RFID sensor,  a cancellation condition is  met  and the
IDC is removed from the queue. When the individual finally
exits the room, the system compares the IDC with the existing
queue, then checks to see if the individual has washed their
hands. If they have, their IDC's are deleted from the queue.
Otherwise,  their IDC's are reported to management.

A key development of the system structure is to advance
what is already on the market. The main development by this
system is the  capacity  to  report  HHC  violations  directly  to

Figure 2. Prototype systems for  HHC monitoring.

management on a timely basis. Since the system can report the
inconsistent events via a smartphone application, management
of the HHC is not restricted by locality and accessibility of the
hospital  database  or  network.  The  instantaneousness  and
mobility  of  the  system developed  in  the  project  allows  for
responses where the previously developed systems may not be
able to achieve. 
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Abstract— The purpose of this design project is to develop a
system  for  tracking  patients  and  staff  members  in  a  hospital
environment by using the radio frequency identification (RFID)
and smartphone technologies. A RFID system includes a reader
and numerous tags containing individual identification numbers.
These tags  can communicate with a mounted tag interrogator
using radio waves. The system is intended to be installed at the
entrances  of  specific  rooms  or  areas,  allowing  for  real-time
tracking of  persons carrying the RFID tags.  The focus  of  this
endeavor  is  on  the  integration  of  an  Android  smartphone
platform  that  provides  instantaneous  information  of  hospital
personnel, anywhere and anytime.  The prototype system of this
project will  provide a running record of patient/staff  locations
with  tag  identifications,  to  be  displayed  on  an  Android
application and shared through Bluetooth communications.

Keywords—radio frequency identification, Bluetooth,  hospital
environment, patient and staff tracking, Android application

I. INTRODUCTION 

Topics  related  to  tracking  patients  and  staff  in  hospital
environments have been studied for the past three decades [1]-
[3]. Various approaches have been exploited, such as telephone
[4],  dedicated  radio-frequency  transmitter  [5],  motion  and
pressure sensors [6], radio frequency identification (RFID) [7],
and wearable  sensors  [8].  Among all  available  technologies,
the RFID technology seems to be the most promising [9],[10].

First introduced in 1948, the RFID technology has taken
many years to become affordable,  available,  and reliable for
widespread use [11]. Devices that utilize RFID technology fall
into one of two broad categories; those with a power supply,
known as “active tags,” and those without a power supply, or
“passive tags.” Active tags are almost always more expensive
and larger in size. These type of tags contain a battery that can
last up to 10 years. Active tags typically operate at a higher
frequency, and in turn can be “read” or identified from a longer
range. Passive tags are inexpensive, smaller, and often have an
unlimited  life.  However  this  type  of  tag  has  limited  data
storage capability and a shorter read range [11].

RFID  systems  operate  at  different  frequencies,  ranging
from 100 KHz to 900 MHz. Low frequency tags operate from
100-125 KHz,  high frequency tags  operate at  approximately
13.56 MHz, and ultra-high frequency systems operate as high
as 850-900 MHz. Low frequency tags are inexpensive, use less
power, and are better able to penetrate non-metallic substances.

These tags are ideal for scanning objects at close range (less
than a foot) [12].

The  application  of  the  smartphone  technology  is  still
relatively new to healthcare [13].  The mobile health (mHealth)
technology involves the use of smartphones in medical care,
with  applications  to  areas  such  as  preventive  health  care
services  and  lifestyle  self-management  in  individuals  with
chronic illnesses [14].

This project aims at bringing the RFID technology and the
smartphone technology together in order to create a platform
for personnel tracking in a hospital environment.

II. METHODS

A. Hardware

As shown in Fig. 1, the hardware of the prototype system
consists  of  a  microprocessor  (Arduino  UNO),  a  RFID  tag
interrogator   (MIFARE RFID-RC522,  NXP Semiconductors,
Eindhoven, Netherlands), two Bluetooth modems (BlueSMiRF
Silver,  SparkFun,  Boulder,  CO),  all  powered  by  a  portable
USB charger. An Android tablet is used to communicate with
the  RFID  interrogator  and  for  developing  the  Android
application. 

Figure 1. Block diagram of the  RFID-smartphone based personnel tracking
system for a hospital environment.
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Figure 2: The functional prototype of the RFID-smartphone based personnel
tracking system. During the development, an Android tablet was used instead
of a smartphone.

B. Arduino Software

The  software  for  controlling  the  RFID  interrogator  was
programmed into the Arduino  processor by use of the Arduino
Integrated  Development  Environment  (IDE  version  1.6.13).
The code was written in the C++ language.

C. Android Software / Application

On the smartphone side, the Android operating system was
chosen  due  to  its  affordability  and  compatibility  with  the
hardware.  The  development  tool  was  the  Android  Studio
(version 2.2) and the programming language was Java.  

III. RESULTS

Fig.  2  shows  the  functional  prototype  of  the  personnel
tracking system, realized on a breadboard and with an Android
tablet. A list of the personnel's names and the assigned RFID
tag numbers are stored in the Android tablet. When a tag is
scanned  by  the  RFID  interrogator,  the  tag  ID  number  is
transmitted to the tablet via a Bluetooth link.  The tablet looks
up the person's name based on the received ID, and displays
the name of the person on the screen.

IV. DISCUSSION

A prototype  system  has  been  successfully  developed  to
identify personnel based on their RFID tags as they go through
a  specific  doorway.  The  major  advantage  of  this  system
pertains to its affordability. The system is also easy and flexible
to install because of its capability of wireless communications.
These advantages are important considering the need to stall
many such units in order to track the personnel throughout a

hospital. The RFID interrogators would need to be installed at
various room doors and strategic points.  

The drawback of the present prototype is the limited range
(1-10  centimeters)  of  the  low-frequency  RFID  reader.  To
increase the scanning range, an higher frequency RFID reader
should be used. The typical range is up to 1 m for the high-
frequency RFID reader (13.56 MHz), and about 5-6 meters for
the ultra-high-frequency RFID reader (865-960 MHz).

For future work, a Wi-Fi communication link to a hospital
server should be established. This would allow the Android app
to download its ID database from and upload the location data
to the hospital server. 
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Abstract - Children with mobility impairments experience less
independence  and  freedom  than  other  children.  To  solve  this
problem, the Lil’ Rhody Riders project was founded between the
physical  therapy  and  biomedical  engineering  departments  at
University of Rhode Island (URI). Ride-on cars were adapted for
children  with  mobility  impairments  to  allow  them to  experience
more  independence,  freedom,  and interact  with  their  peers.  The
most important aspect of modifying the ride-on cars is safety; cars
were  equipped  with  safety  straps  to  aid  in  proper  posture  and
positioning of limbs. The child’s controls of the car were modified
to  simpler  systems  to  fit  each  child’s  needs.  To  add  additional
safety,  automatic  collision  avoidance  systems  using  ultrasonic
sensors,  PIC  microprocessors,  C++  coding,  and  relays  were
implemented  onto the  ride-on car’s  electrical  system.  A parental
override  Android  application  was  also  developed  using  Android
Studio  and  implemented  using  Bluetooth  and  the  PIC
microprocessor. A prototype was developed with these features and
offered a model for a commercialized ride-on car for children with
mobility impairments.

Keywords—mobility impairments; therapy; ultrasonic collision
avoidance; Bluetooth; ride-on cars; Android

I. INTRODUCTION

Cerebral  Palsy  (CP)  is  the  most  common  childhood
disability.  Around 500,000 children are currently living with
CP. Studies have shown that about 3 out of every 1,000 babies
born  will  be  diagnosed  with  CP and  roughly  8,000-10,000
babies or infants are diagnosed with CP each year. Similar to
other  mobility  impairments,  children  with  CP  experience
trouble  with  muscle  coordination  and  control  over  motor
movements  [1].  Children  with  CP can  benefit  from various
types of physical therapy; helping to overcome their limitations
and improve muscle function is among the numerous benefits.
One  study  involving  55  children  with  CP found  that  when
examining  functional  skills  in  daily  situations,  children
exposed  to  play  therapy  improved  more  than  in  traditional
therapy [2]. Additionally, a study by Huang et al. [3] concluded
“modified [ride-on] cars have a serious potential to be a fun
and functional power mobility option for children with special
needs”.  Commercially  available  ride-on  cars  have  dual-task
control systems that require the gas foot pedal and the steering
wheel  to  be  used  simultaneously.  The  lack  of  muscle
coordination in a child with a neurological disorder can make
this task seem nearly impossible.

A  multidisciplinary  team  of  biomedical  engineers  and
physical  therapy students  was  formed at  URI to  solve  this
problem by integrating play and physical  therapy. The team
adapted ride-on cars for children in the community with CP
and other mobility impairments. The prototype for this project
included  additional  posture  support  with  safety  straps.  The
dual-task  control  system  was  rewired  in  to  one  task.  An
ultrasonic  automatic  collision  avoidance  system  was  also
implemented  to  compensate  for  delayed  reflexes  (Fig.  1.).
Emergency  parental  controls  were  created  in  an  Android
application to allow the parents to remotely stop the car using
Bluetooth technology. 

The  modified  ride-on  car  improved  the  child's  sense  of
inclusion and independence through play and their  mobility
through physical  therapy exercises.  Each individual car was
built depending on the child’s dimensions, anticipated physical
therapy  exercises,  and  parental  wishes.  As  this  project
progressed, the adaption of ride-on cars continued.

II. MATERIALS AND METHODS

A. Electrical design 

One of the first steps taken to modify the ride-on car was to
rewire  the  original  wire  control  system to meet  the  specific
requirements. A block diagram of the system can be seen below
in Fig. 2. By rewiring the leads to the gas pedal, a single button
could control the gas. Additional modifications to the car were
made so that a joystick could be used instead of a wheel for
simplified  steering.  This  was  achieved  by  tapping  into  the
remote-control  circuit  so  that  the  joystick  is  dictated  by
electrical signals rather than simple mechanics. The power to
the car was rewired to our own integrated circuit board that
utilized the ultrasonic sensors.

Fig.  1.  Diagram  of  Incorporated  Safety  Features,  “Ds”  is  Programmable
Stopping Distance
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Fig. 2. Block Diagram of Adaptions in Ride-On Car

Using a PIC microprocessor, we can control the ultrasonic
sensor and determine how the car reacts. From the output of
the PIC, the signal from the electronics is not enough to power
the entire  vehicle so a relay was implemented allowing the
low  current  electronics  to  control  our  high  current  car.
Capacitors  help  retain  the  charge,  which  allows  the  car  to
remain powered without restarting. 

B. Software Design

To implement  the collision avoidance  system, a  program
was developed in MPLABX (Microchip, Chandler, AZ), which
programmed the PIC microprocessor to cut the power to the
gas when the car was three feet or less away from an object in
the distance. The program calculates the distance by computing
the  length  of  the  echo  received  by  ultrasonic  system,  and
converts this to feet. The ultrasonic sends a signal out every
100 milliseconds, triggering fast enough to keep the child safe,
but  also  slow  enough  to  ensure  there  is  enough  time  to
complete the calculations. Another safety feature added to the
car was the development of an Android application used as an
emergency brake. An application was created through Android
Studio with a single button for stop. Once the button is pressed,
this  information  is  relayed  to  the  PIC  microprocessor  via
Bluetooth, and the PIC is programmed to read this information
and tell the car what to do. 

III. RESULTS

The ultrasonic  automatic collision avoidance  system was
integrated into the car  and successfully stopped the car  (see
Table I). The total cost of this system was approximately $15.
Lastly,  the  Android  application  successfully  communicated
with the automatic collision avoidance integrated circuit  and
stopped the car (see Table I). The total cost of the Bluetooth
Android communication system was approximately $25. 

IV. DISCUSSION

The main goal for the adapted ride-on cars is to ensure the
safety of the children. The needs for the ride-on cars vary with
each  child.  Future  directions  include  the  support  design
adjustments  for  each  child,  depending  on  their  needs,
dimensions, and personal goals. Throughout this project, we
experimented  with  numerous   hardware   modifications,   we

TABLE I. TIME AND DISTANCE DELAY *

Time Delay (seconds) Distance Delay (cm)

Ultrasonic Collision
Avoidance System

0.51 ± 0.10 46 ± 6.1

Android Application
Emergency Stop

0.33 ± 0.00 29 ± 2.8

*The time (seconds) and distance (cm) delay of the ride-on car 
stopping at 2 mph and Ds was set to 91 cm.

learned how to rewire the gas to a simple pushbutton, and how
to rewire the steering system to a joystick. These skills can be
applied  when changing  the  hardware  in  the  other  cars.  By
understanding  the  underlying  system  of  the  ride-on  cars,
rewiring the additional cars and making the adjustments will
be rather simple. The software applications will be universal
from  car  to  car.  However,  before  the  collision  avoidance
system and emergency brake is implemented on future cars,
more tests need to be run to ensure their prolonged safety. In
the future, the implementation of a graded joystick with jitter
control would be ideal for the car, especially for children with
little to no control of muscle coordination [4]. 

A  major  technical  contribution  of  this  project  is  the
development of the Android application for  remote parental
controls  of  the ride-on cars.  The experimental  data  showed
that the Android wireless platform provided a good response
time  to  ensure  safe  operation  of  the  ride-on  cars.  For  this
project, the Android application can only stop the car, future
projects should enable the application to control direction of
the vehicle and start  the car as well.  The prevalence of the
Android  smartphones  and  tablets  is  advantageous  for  the
implementation of various safety features in a cost-effective
way.
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Abstract— Monitoring of the heart rate variability (HRV) can
be used to assess the viability of the autonomic nervous system.
The portable device described in this paper allows for simplicity
in  home  testing  of  HRV.  By  implementing  a  real-time  QRS
detection  algorithm,   the  beat-to-beat  heart  rate  (HR)  is
displayed  on  either  the  device’s  LCD  screen  or  an  Android
smartphone/tablet  via  a  Bluetooth  wireless  link.   An  IRB
approved  human  study  was  conducted.  The  study  protocol
included  two  simple  exercises  to  induce  short-term  HRV:  the
Valsalva maneuver and the sudden standing-up, each during a
15-s period.  The preliminary result showed that the degree of
HRV varied over a relatively broad range. The beat-to-beat HR
had  an  increase  trend  during  the  Valsalva  maneuver  and  an
increase-then-decrease trend during the sudden standing-up. The
HRV's between Valsalva maneuver and sudden standing-up were
similar in range but very weakly correlated (r=0.13, n=10).

Keywords—heart rate variability; Valsalva maneuver; sudden
standing-up; human study; embedded system; Bluetooth; Android
application

I. INTRODUCTION 

Heart rate variability (HRV) is the variation of the beat-to-
beat heart rate (HR) or the R-R interval, which is caused by the
physiological regulation of the HR via the autonomic nervous
system. For healthy subjects, HRV can be influenced by age,
gender,  body mass index  and functional  capacity  [1].  Many
studies have also shown that HRV is further affected by several
pathophysiological  and  environmental  factors  [2].  HRV  is
determined over a time period typically between 5 minutes and
24 hours [3]. This study aims at the beat-to-beat trend of HRV
during  a  very  short  time  period,  such  as  15  s,  induced  by
certain physical exercises. 

The  issue  addressed  in  this  study  is  the  lack  of  a  fast
method  to  assess  HRV  with  the  ability  to  create  an
understanding of what this number informs us about our health.
Fast determination of HRV is important because it can provide
a simple indication of the individual’s physiological condition.
Self-monitoring of HRV has the potential to be a convenient
and  efficient  way  to  check  the  health  of  an  individual,
especially through the use of a portable personal device. HRV
can  be  established  using  induced  breathing  exercises  as  a
method  to  change  the  HR  like  the  Valsalva  maneuver  -
attempted  forceful  exhalation  against  a  closed  airway.
Previously, a prototype system was developed in our laboratory
to  facilitate  such  function  [4].  In  this  project,  the  portable
device  was  further  improved  to  measure  a  single  channel
electrocardiogram (ECG), calculate the HRV, and  transmit the
data  to  an  android  device  using  a  customized  application

through a Bluetooth wireless link.  The users are able to see the
trends of their own beat-to-beat HR on their mobile devices.

II. METHODS

A. Instrumentation for the HRV Measurement

The block diagram of the system is shown in Fig. 1. The
embedded electrocardiogram (ECG) monitor and QRS detector
utilizes  a  customized  ECG  amplifier  and  a  microprocessor
(PIC18F4525, Microchip, Chandler, AZ). The real-time beat-
to-beat  QRS  detection  is  accomplished  by  use  of  the
multiplication  of  backwards  differences  (MOBD)  algorithm
[5].  The algorithm was programmed into the microprocessor
by  using  the  C  language  under  the  Microchip  MPLAB  X
development  environment.   The  program also  implements  a
protocol  to  measure  the  beat-to-beat  HR  during  a  normal
resting state for 15 s followed by an exercised testing state for
another 15 s. The normal heart rate (HRn) is the average HR
during  the  normal  state.  The  tested  heart  rate  (HRt)  is  the
maximum HR during the exercised state. The induced HRV is
given  by:  HRV  (%)  =  (HRt  –  HRn)  /  HRn  x  100%.   A
Bluetooth  modem  (blueSMiRF,  Sparkfun,  Boulder,  CO)
provides a wireless link at a rate of 115,200 bps to an Android
smartphone or tablet. The ECG waveform as well as the beat-
to-beat HR are transferred to the Android device for display
and further analysis.  An Android application was developed by
use of the Android Studio integrated development environment
(Google, Mountain View, CA).

B. HRV Trend Analysis

The device resulted from this project facilitates the study of
exercise-induced  HRV  and  the  trend  of  beat-to-beat  HR
changes.  The  exercises  used  to  induce  this  stress  are  the
Valsalva maneuver and the sudden standing-up motion. 

Fig . 1.  Block diagram of the instrumentation.
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C. IRB-Approved Human Study

A human study was conducted with the prior approval from
the  IRB.  In  addition  to  the  demographic  data,  the  ECG
waveform and the beat-to-beat heart rate were recorded by the
microprocessor unit and sent to the Android device for further
analysis. The Valsalva maneuver was performed for 15 s. The
exhalation pressure was not quantified, nor standardized. The
subject was asked to attempt the maximum tolerable force. The
sudden  standing-up  was  a  movement  of  standing  upright
quickly from a sitting position.

III. RESULTS

The  embedded  instrument  was  successfully  constructed,
which  incorporated  a  Bluetooth  modem  for  communicating
with an android device.  A switch was implemented to direct
the data  display  to  either  the LCD screen  of  the  embedded
instrument or the Android device. The 115,200-bps Bluetooth
wireless link provided sufficient bandwidth to transfer the ECG
waveform and the HR data to the Android device.  

The  IRB human  research  study  has  been  on-going.  The
preliminary  result  was  obtained  from  ten  (10)  anonymous
volunteers, as shown in Table I. In the Valsalva maneuver case,
HVR = 19% ± 8% (mean ± SD), ranging from 8% to 37%. In
the sudden standing-up case, HVR = 20% ± 8%, ranging from
9% to 33%. While the HVR showed similar statistics between
Valsalva  maneuver  and  sudden  standing-up,  the  correlation
between the two cases was very weak (r = 0.13). 

Fig. 2 shows the trends of the beat-to-beat HR changes for
Valsalva maneuver (top) and sudden standing-up (bottom). The
HR was normalized with respect to the average resting HR. the
degree of HRV varied over a relatively broad range. The beat-
to-beat HR had an increase trend during the Valsalva maneuver
and  an  increase-then-decrease  trend  during  the  sudden
standing-up. 

IV. DISCUSSION

The contribution of this project is twofold: 1) developing an
Android application for the analysis of the short-term induced
heart rate variability, and 2) studying the trends of beat-to-beat
heart  rate  changes  during  the  Valsalva  maneuver  and  the
sudden  standing-up.  The  embedded  ECG monitor  and  QRS
detector system proves to be an efficient and  flexible  platform

TABLE I. DEMOGRAPHIC AND HRV DATA FOR THE 10 SUBJECTS

Fig. 2.  Normalized beat-to-beat HR for the 10 subjects during the
Valsalva maneuver (top) and the sudden standing-up (bottom).  

for the front-end instrumentation. The Android based device
further  provides  a  powerful  tool  for  waveform display  and
data analysis. The observed difference in the HR trends seems
physiological: The Valsalva maneuver reduces the preload of
the  heart.  Then,  the  reduced  cardiac  output  activates  the
baroreflex and increases the heart rate. The suddenly standing-
up directly reduces  the arterial pressure and thus has a faster
activation of the baroreflex. 
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Abstract—The  facial  placement  of  a  PPG  sensor  can  affect
pulse-rate  monitoring  accuracy.  In  situations  where  more
commonly used sites for pulse monitoring are not available,
PPG signals from the face can be taken, and the accuracy of
the pulse rate may be affected based upon the PPG sensors
facial placement. Using the pulse sensor PPG manufactured by
World Famous Electronics LLC., and modifying the raw pulse
signal  through  a  series  of  instrumentation  amplifier  stages,
PPG  signals  have  been  both  detected  and  amplified  for
recording accuracy. Using human clinical trials, this modified
pulse sensor will be used to study the impact of different facial
placements on the accuracy of the pulse-rate being measured.
The results  of this  research study could prove to aid in the
future  development  of  facial  PPG  sensors  as  well  as  their
potential  applications  in  wearable  devices.  The  ability  to
accurately and consistently monitor pulse-rate from different
parts of the body such as the face advances the possibilities for
numerous applications in the realm of wearable biotechnology.

I. INTRODUCTION

Photoplethysmogram  (PPG)  sensors  are  non-invasive
electronic  sensors  used  in  hospitals,  homes,  and  in  many
wearable  electronic  devices  to  optically  obtain  a  volumetric
measurement of an organ. The most common application for
using a PPG is with a pulse oximeter, which uses infrared light
emitting  diodes  (LED)  to  illuminate  the  skin  and  measure
changes in blood volume through light absorption. The changes
detected in blood flow volume are then used to calculate the
heart rate or pulse of an individual. In recent years, advances in
optical technology have enabled the use of high-intensity green
LEDs for PPG sensors. The simplicity, low cost, and reliability
of  these  sensors  has  led  to  the  increased  adoption  of  this
measurement technique [1].

The  design  concept  for  the  custom  facial  PPG  sensor
includes using part of the Pulse Sensor PPG designed by World
Famous  Electronics  LLC.  Specifically,  the  raw pulse  output
signal  obtained  through  the  light  reflectance  of  the  high-
intensity green LED by the ambient light photodetector is what
is needed from the Pulse Sensor PPG [2]. The pulse signal is
then amplified and filtered using a custom-built circuit with a
series of operational amplifiers.

This  modified  pulse  sensor  was  used  on  key  locations
picked based on the vascular density in relation to human facial
anatomy.  Testing was conducted in human  trials  to  determine

Figure 1: Output Pin (Left), Green Board Gain Stage (Right).

the impact of the placement of facial PPG sensors on pulse-
rate.

II. METHODS

A. Hardware
The PPG sensor being used  in  this  study illuminates  the

skin using a high-intensity green LED and measures changes in
light absorption through the reflected light being bounced back
to the ADPS ambient light photo sensor. The light sent through
and reflected from the subject measures the blood within the
tissue  and  generates  a  current  in  the  sensors  photodiode.
During diastole, the volume of blood in the tissue increases and
that  amount  of  change  can  be  measured  through  light
reflectance. The resulting current from reflected light creates a
voltage that can be used to calculate the wearer's pulse or heart
rate (HR). 

The pulse sensor  PPG was modified by soldering a wire
right at the output from the ADPS ambient light photo sensor to
utilize only the  raw unfiltered and unamplified pulse signal.
However, this signal is weak (has a very low voltage), and so is
difficult  to  be  received  and  analyzed  by  anything  used  to
process this signal. Therefore, before any filtering or analysis
can occur in this research study, the raw pulse signal needs to
be amplified.

The  amplification  of  the  pulse  signal  occurs  through  a
series of operational amplifiers (op-amps). Since it  is such a
small signal (~2mV), it  needs to be first  AC coupled with a
small  capacitor  in  series  to  be  properly  read  by  DC
components. The signal is then amplified using multiple stages
on a LM324N quad op-amp. The first gain stage increases the
signal by 5 times its original amplitude and is soldered onto a
green board that is  connected directly to the pulse sensor to
provide a preliminary “set” gain stage. This amplified signal is
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then  amplified  again  with  another  op-amp  built  on  a
breadboard that  has  an adjustable  gain between zero and 11
using a potentiometer. The gain is set to increase the signal as
much as it can to still be on a 0-5V range. The signal from this
amplifier is sent  to the PIC microprocessor which is what is
used to both record the data during the study and send it to an
LED display to provide feedback during recording.

B. Human Clinical Trials

Small  scale  human  clinical  trials,  supported  by  an  IRB,
were used to evaluate the best placement for facial application
of the wearable PPG sensor. Based on the vascularity of human
facial  anatomy,  five locations were studied using the sensor.
These locations were the left and right ear lobe, the left and
right  temple,  and  the  forehead.  Each location  was  measured
using  the  sensor  attached  with  a  spring-loaded  clip  or  an
adjustable strap depending on the location with a contact force
of approximately 0.4 N for ideal measurements [3].

The  trials  studied  the  effects  of  the  sensor  on  20
participants,  one  participant  at  a  time.  Each  study  took
approximately 30 minutes from start to finish. Before the start
of the testing, participants were asked to record their height,
weight, age, sex, and self-described physical activity level on
the  questionnaire  supplied  to  them by the  researchers.  After
filling  out  the  questionnaire,  participants  sat  down  in  the
upright position on a chair. The facial PPG sensor was attached
using a spring-loaded clip to the thumb to record a baseline
PPG signal (for reference).  Using three minute intervals,  the
sensor was placed on the five predetermined locations on the
face,  one  at  a  time.  After  each  location  was  successfully
measured for the allotted time, the experiment was concluded
and the participant was asked to leave the study. The signals
were processed using a PIC microchip that is programmed to
record the PPG signal, and process it to be shown on an LCD
display as a feedback mechanism. Once the data was collected
from the  clinical  trials,  the data  was transferred  to  a  secure
computer where they were furthered analyzed.

III. RESULTS

A. Strength of Signal and Visual Display

The  signal  was  amplified  to  the  ideal  voltage  with  a
maximum amplitude between 0 and 5 volts with the ability to
adjust some amplification to avoid clipping or overloading the
PIC  microprocessor  using  the  2nd gain  stage  potentiometer.
When the signal stayed in the necessary voltage range, the PIC
microprocessor successfully recorded the data. From this data,
the effect of the facial placements for the PPG sensor for pulse-
rate monitoring was successfully studied and analyzed.

The serial data recorded on the PIC microprocessor during
the human clinical trials was sent to a file on a secure computer
where  it  was  analyzed  using  MATLAB.  All  studies  were
analyzed to determine the most reliable facial  placement  for
accurate and consistent pulse-rates.

Figure 2: Ideal PPG signal Measured on Oscilloscope.

B. Facial Placement Impact

The expected results from this study are that the earlobes
will produce the most consistent and accurate pulse-rate signal
as  there is  already publications with data proving that  clean
PPG  signals  are  attainable  from them.  However,  it  may  be
noted that this may not be the most ideal spot in all scenarios.
To have something pinching and dangling off their ear while
they  are  in  constant  motion  trying  to  combat  situations  of
distress may be uncomfortable and possibly annoying to  the
point that they may not wear them. The fact that it is on the
peripherals  of  one face  could introduce  a  lot  of  noise  when
even slightly moving one’s head, to the point where the signal
would be difficult to be read without the proper filtering. There
would  probably  need  to  be  a  lot  more  factors  included  to
provide proper stabilization and accurate readings of the PPG
signal in contextual situations as above.

The  next  best  facial  placement  that  would  be  expected
would be the forehead.  Although it  is  not  one of the higher
vascular density areas of the face, the area between the bone
and skin is  very thin,  and since this  study is using reflected
PPG measurements, it should still give strong readings because
there is less area for the light to be absorbed versus reflected
back to the ADPS ambient light photo sensor.

IV. DISCUSSION

A  useful  platform  has  been  developed  for  studying
technologies  using  the  PPG.  The  results  pertain  to  the
placement  of  facial  PPG  sensors  should  be  applicable  to
wearable devices [4].
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Abstract— This paper focuses on the development of a balance 
board device designed to assist ankle-injury patients during 
rehabilitation through proprioception training and some initial 
human study results. The balance board helps in the assessment 
of the patient’s progress by collecting real-time ankle attitude 
data. Using an Arduino, gyroscope, accelerometer, 
magnetometer, and a Bluetooth adapter, preliminary results 
from a human study show similarities in performance between 
left and right foot proprioceptive tasks. 

I. INTRODUCTION 
 

Ankle injuries are one of the most common lower extremity 
injuries especially in athletes. Many sports require sudden 
stops and cutting movements with a significant amount of 
running, such as basketball and soccer. Not only do these 
ankle injuries result in numerous, high-cost emergency room 
visits and prevent full participation in sports but they can 
cause long-term ankle disabilities. Due to this, there is a major 
financial impact on health care costs and physical therapy. 
According to the US Consumer Products Safety Commission 
in 2003, the medical cost of ankle sprains in high school 
soccer and basketball players was $70 million. [1] Perhaps 
even more troubling is the long term effects and associated 
cost.  Yeung et al. reports a recurrence rate greater than 70% 
in athletes. [2] 

A common rehabilitation technique post injury involves a 
balance board for proprioception training. Proprioception 
training addresses motor control by examining the 
neuromuscular feedback mechanism that is interrupted with 
injury, as stated by Lephart. [3] Motor control includes spinal 
reflexes, cognitive programming, and brainstem activity. 
Proprioception contributes to the motor programming for 
neuromuscular control required for precision movements and 
muscle reflex. After the occurrence of an ankle injury, there is 
a decrease in sensory input from joint receptors leading to 
abnormal body positioning, diminished postural reflex 
responses, and chronic ankle instability leading to the 
increased probability of re-injury. With proprioception 
training, dynamic joint stability is obtained and the chance of 
a reoccurrence of an ankle injury is significantly lowered. [4] 

While balance board is pervasive, other methods have been 
used to quantify the measurement of ankle proprioception. 
One method, for example, studied the positions of the ankle 
about three orthogonal anatomical planes as plantar-flexion, 
dorsiflexion, inversion, eversion, abduction, and adduction. 
[5] The movements were measured using a 3-Dimensional 
Goniometry system based on electromagnetic transmitting 
field. Due to the cost, complexity, and size, the subject must 
be in a clinical setting, precluding convenient use and 
monitoring at home or work setting. The device, while shown 
to have accurate position and pose estimates, requires set up 
procedures that are not practical outside a rehabilitation 

setting. Another technique termed Passive Ankle Joint Reposition 
has been studied ankle proprioception with basketball players by 
Fu et al [6]. The ankle is placed in various positions such as 
plantar flexion and dorsiflexion but does not account for the 
inversion and eversion plane of ankle motions. Many ankle 
sprains occur in these positions and therefore, this method does 
not appear to be suitable for full rehabilitation assessment of 
ankle injuries. 

This work describes the development and initial results of a 
balance board design that is inexpensive and easy to use in a 
typical clinical or home setting. 

Fig. 1. Block diagram of the balance board embedded with 
sensor hardware and Bluetooth transmission to the Android 
application. 

IV. METHODS 

A. Materials and Design Process 
The materials used for  this  project  include  the Arduino 
Nano, BlueSMiRF Bluetooth adapter (Sparkfun), MPU9250 
(Invensense), a wooden balance board platform with a 3D 
printed ball (see Fig. 1). The balance board device is paired 
with an Android device for real-time feedback to the user and 
data recording.  The circuit constructed is placed in the center 
of the balance board to mitigate the need for real-time 
transformations of the measurements to a world reference 
frame. The application displays the orientation of the balance 
board during training period so the patient can associate the 
action with the proprioceptive feedback. The application stores 
all measured data in  a comma delimited text format (CSV) for 
import into data analysis software packages. 

B. Clinical Trials  
A preliminary clinical trial, approved by the university IRB, was 

executed to compare ankle positional accuracy of left and right feet 
using common rehabilitative exercises. The study included 
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individuals who self-reported as having good ankle health. As a 
benefit of this study, the participants will be more aware of 
physical therapists’ techniques and mechanisms of treatment 
for strength and proprioception of the ankle. These healthy 
volunteers will perform multiple movements on the balance 
board in a seated position and the data will be recorded based 
on their speed, accuracy, and repeatability of these movements. 
The subject will place their foot on the board in a seated 
position with their toes at 12 o’clock and their heel at 6 in the 
sitting position with hip, knee, and ankle flexed to 90 degrees. 
The subject is directed by the tester to look down at the round 
board and press down on the board so that the 12 o’clock 
position is touching the floor followed by the 6 o’clock 
position hitting the floor, using their toes and heel. The subject 
is directed to do this 2 consecutive times and then to stop in the 
neutral position. Next the tester asks the subject to replicate this 
motion while looking straight ahead 10 consecutive times. At 
this point, the data is stored to be compared to the subjects’ 
initial motion while looking down at the board and analyzed by 
the tester. Next the tester replicates the prior training and 
testing with side motion (ankle inversion and eversion). Real-
time attitude data is collected through the whole training and 
testing process.  

III. RESULTS 
 

Figure 2. 
The preliminary results of the study of the balance board 

with healthy volunteers are reported. Fig. 2 shows the X, Y, 
and Z coordinates of the back-and-forth motion of three 
participants. The right and left columns represent the patients’ 
right and left feet, respectively.  

IV. DISCUSSION 
 Based on the preliminary tests done on the left and 
right feet of the test subjects, we can conclude that there is a 
trend showing more control over the right foot, for right hand 

dominant people. While looking at the graphs, the proper way to 
compare the two feet is by looking for the similarities in the X and 
Y coordinates, while maintaining consistency in the Z coordinates 
of the board. With more consistency in the Z coordinates, this 
shows the test subject has better control of ankle movement. While 
Subject 1 shows some consistency in the Z coordinates, the right 
foot has a greater range of motion while remaining consistent in 
the z-plane. Subject 2 is less smooth in moving their right foot 
back and forth than the left. However, like Subject 1, the 
coordinates of the right foot were more consistent when compared 
to their left foot. The third subject's right foot shows a better 
consistency in the Z coordinates, not only in comparison to each 
other but in the range of motion as well. With IRB approval for 
human study, further information can be gathered solidify our 
initial hypothesis. 

The balance board is to provide an inexpensive platform 
for both in office and at home rehabilitation. Qualitative results 
from the preliminary results shown appear to allude to a correlation 
between handedness and performance of the corresponding foot.  
While using acceleration directly may not report an accurate pitch 
angle of the wobble board, the direction of the pitch appears to be 
consistent with motion exhibited. The real-time data collected from 
the study helps to qualitatively assess similarities between left and 
right feet performance, but further quantitative results are 
anticipated to characterize the differences in the accuracy, speed, 
and repeatability of the participants. Understanding normal ankle 
proprioception is important to diagnosing injured patients, 
developing procedures to quickly rehabilitate, and potentially 
reducing associated medical costs. This study overall will not 
replace a physical therapist but rather will collect knowledge on 
how to optimize the rehabilitation techniques.  Extending prior 
balance board work [7], a Bluetooth interface is incorporated and 
self-contained power for convenience of the test administrator or 
physical therapist.  Future work is planned to not only analyze the 
human study results but to improve the design for a broader field 
use by physical therapists and patients.  In particular, the user 
interface needs to be improved to allow self-directed data 
collection, and analyze and present the recorded data for 
assessment by clinician.   
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 Abstract— This paper reports on the findings of a human study 
assessing the pattern recognition performance when using a 
dorsal mounted, linear vibrotactile array. These tactile patterns 
are correlated to three variables: size, speed, and direction. The 
subjects were trained to identify these vibrotactile responses and 
then subsequently tested with a series of random sequences. 
Results from the size, direction and speed experiments reflect that 
subjects were able to accurately detect the respective variable 
through the array in 61.5%, 90.5% and 92% of the tests.  
 

I. INTRODUCTION 

According to the American Census survey conducted in 
2015, an estimated 7.3 million people in the United States are 
diagnosed with visual disability [1]. The most common causes 
of vision loss are due to macular degeneration, glaucoma, 
detached retina, and diabetic retinopathy [2]. Due to such a 
large population of individuals affected by such diseases, it is 
important to have some visual supplements. Most people with 
severe cases of the aforementioned diseases use the white cane 
and auditory feedback to get a sense of their surroundings. 
There are also audio devices that provide information about an 
individual’s surroundings. These devices, however, could still 
lead to an individual being unaware of the size or speed of an 
approaching object. Chabot et al. [3] had explored the use of 
tactile patterns to relay such parameters on the ventral side of 
the abdomen. This work assesses the pattern recognition 
performance of subjects using a lumbar mounted linear array 
varying size, speed, and direction of an active stimulator 
group. Based upon prior work on the abdomen by Cholewiak 
[4], it is hypothesized that a dorsal mounted array should have 
a similar performance to a ventral mounted array. The results, 
if positive, would emphasize an alternative, potentially less 
intrusive location for some individuals with tactile 
communication devices. 
 

 II. METHODS 
A. Subjects 

Ten subjects were recruited for the IRB sanctioned human 
study. Participants were solicited from the university 
engineering department by email and were not compensated 
for their time. 
 
B. Vibrotactile Belt 

A support belt composed of nylon was used in this 

experiment. Fifteen pockets were sewn on the inner lining to 
hold each vibrotactile stimulator in place. The stimulators were 
placed approximately 2.5 cm center to center, which was 
effective distance for similar patterns as demonstrated by 
Chabot et al. [3]. All vibrotactile stimulators (Yuesui, 
B1034.FL45-00- 015), were controlled by a PIC 
microprocessor (Microchip, PIC18F4520). The training and 
test array tactile sequences were programmed into the 
microcontroller.  
 

 
Fig. 1 - Tactile sequences are shown for fast speed (a) and slow speed (b) 

reflecting two timing parameters: t1 and t2. Circles represent individual 
vibrotactile elements.  Shaded circles illustrate active elements. Time t1 
denotes the time a stimulator is active, while t2 denotes off-time between 
patterns 
 
C. Test Procedure 

The human study was decomposed into three sections: 
size, direction, and speed testing. Each of the sections was 
preceded by a training period.  Each test involved twenty 
sequences with a four-second pause after each sequence to 
allow for responses. The same randomized test sequence was 
presented to all participants in the same order. For the size 
variable, every individual was given a small, medium, and 
then large active stimulator group. Training each subject 
involved activating these amounts of motors across the right, 
left, and then middle portion of the belt. Following this 
training, each subject received the same twenty sets of stimuli 
with varied location and size. For each of these sequences the 
individuals were asked by the investigator to report the group 
size observed. Upon pressing a push button on the electronics, 
the next training sequence started to present sequences 
illustrating left and right moving groups. Motors were 
sequenced on and then back off from right to left (denoted as 
left moving), and left to right (denoted right moving). The two 
sequences were repeated once to reinforce the connection 
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between the pattern and desired response.  Subjects were asked 
to provide a response of left or right moving.  The final 
training period focused on the speed parameter. Two speeds 
were presented: slow and fast moving. Similarly, the responses 
requested for the test were slow or fast. 

A push button was provided to the test conductor to 
trigger the execution of the next training or test phase.  In 
between segments, the push button was required to progress. 

 
D. Tactile Patterns 

For the three tests performed, different tactile sequences 
are presented. The size test reflects a change in the active 
stimulator group size denoted by small, medium, and large, 
which corresponds to 1, 2, or 4 stimulators, respectively. The 
direction test varied moving the active group left or right. The 
rate of change of this pattern corresponds to the slow sequence 
in Fig. 1, which defined t1 and t2 as 1 second. Each direction 
sequence spanned 4 sequential motors. The speed test created 
a slow or fast moving group (see Fig. 1). The slow delay had 
each motor turn on for one second and then off for one second 
before the next started. The fast moving sequence had each 
motor stay on for two seconds while overlapping the next 
motor in the sequence. 
 

III. RESULTS 
The same ten participants were used for all three tests.  

The results of each test are presented in confusion matrices 
Tables 1, 2, and 3 for the size, direction, and speed test, 
respectively.  Additionally, the accuracy of each individual 
subject is shown in Fig. 2.  The mean scores for size, direction, 
and speed tests are 61.5%, 90.5%, and 92%, respectively. In 
total, 8 responses were left blank with 6 occurring in the size 
test and 2 occurring in the direction test. 
 

TABLE 1 
Size Test Confusion Matrix 

 

 
Responses 

Correct % 
Small Medium Large 

Answers 
Small 48 15 4 68.5 

Medium 12 28 18 46.6 
Large 3 20 47 67.1 

 
TABLE 2 

Direction Test Confusion Matrix 
 

 
Responses 

Correct % 
Left Right 

Answers 
Left 90 10 90 

Right 9 91 91 
 
 
 
 
 

TABLE 3 
Speed Test Confusion Matrix 
 

  
Responses 

Correct % 
Slow Fast 

Answers 
Slow 95 5 95 
Fast 11 89 89 

 

 
Fig. 2 - Subject Accuracy is shown over all three tests. 

  
IV. DISCUSSION 

Vibrotactile arrays provide an inexpensive and low 
discomfort for use as a tactile communication device. This 
study reflects a high accuracy in determining patterns, which 
would be useful in conveying size, speed, and direction.  
While the size reported by the users was often wrong, the 
subject was biased toward the correct answer.  For example, 
when the size was small, the subject rarely reported a large 
size.  When used in a real-time feedback device, such as for 
visual sensory substitution, knowing when objects are 
approaching or growing in size could be more important than 
properly judging the absolute size.  It is also important to note 
that the first subject had results indicative of an outlier due to 
material obstructing the vibrotactile array.  The recalculated 
mean scores, excluding those results, become 63.3%, 92.7%, 
and 97.8% for size, direction, and speed respectively. 
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Abstract—Electrooculography (EOG) is beneficial in many 

human interface systems when the signals are measured, 
amplified and filtered to produce a signal from movement of 
eyes by which appliances can be controlled. Some patients who 
are disabled by paralysis can only control their eyes; therefore, 
these EOG and electromyography (EMG) signals become one 
of the few ways they can interact with the surrounding 
environment. The signals gathered from blinking intentionally 
and unintentionally, need to be distinguished in order for the 
system to work correctly. By integrating duration and 
amplitude data from both EOG and EMG signals 
simultaneously from three electrodes, an efficient algorithm is 
proposed to distinguish the two classes of blinking: intentional 
and unintentional. 

I. INTRODUCTION 
The main objective of this project is to create an 

electrical system that can differentiate when the user 
intentionally blinks versus when he or she unintentionally 
blinks with the use of electromyography (EMG) and 
electrooculography (EOG). An electromyogram is a record 
of the electrical potential from muscle cells. With electrodes 
attached above and below the eye, an electrical potential is 
recorded from the orbicularis oculi and levator palpebrae 
when the patient blinks. An electrooculogram is a record of 
the electrical potential dipole created by the difference in the 
electrical potential of the cornea in relation to the retina of 
the eye. Electrodes are placed around the eye to observe this 
dipole.  Typically, the absolute position of the eye is not 
measured due to the number of noise sources dominating the 
potential measured. EMG signal amplitudes range from 
approximately 0.001 to 100 millivolts with a frequency 
range of 50 to 3000 Hertz. EOG signal amplitudes range 
from approximately 0.001 to 0.3 millivolts with a frequency 
range of 0.1 to 10 Hertz [5]. These ranges are the foundation 
of our design for filtering and amplifying the signals 
separately for analysis and use.  

Previous work has explored the characteristics of 
intentional and unintentional blinks.  Research by Kaneko 
[1] demonstrated an ability to isolate the two blink classes 
using independent electrodes for EMG and EOG signal 
collection. Our proposed configuration uses three electrodes 
to record both signals simultaneously. With this 
configuration, preliminary results appear positive to discern 
blinking classes with a simple threshold based upon 
threshold and duration of the events.  

II. BUILD 
 Fig. 1 shows our schematic for the EMG and EOG 

bandpass filters along with their respective gain stages and  

Figure 1: EMG and EOG Circuit. 

an instrumentational amplifier (AD620). The bandpass filter 
for the EMG signal amplifier in our circuit has cutoff 
frequencies at 50 Hz and 4.8 kHz, putting us in the 
frequency range of EMG signals. The upper limit of 4.8 kHz 
was chosen to align with commonly available synthetic 
capacitors and resistors while also being the closest 
frequency to the top of the EMG frequency range.  

    For the EOG bandpass filter, the resistor and capacitor 
values were chosen for -3 decibel cutoff frequencies at 0.1 
Hz and 10 Hz.  

For the operational amplifiers, multiple LM324 
integrated circuits (ICs) were utilized to provide a driven 
ground to the forehead, gain stages, and bandpass filters. 
The LM7660 voltage inverter provided a negative voltage 
supply for LM324 bipolar operation. 

  Due to the small signals associated with the EOG, three 
amplifier stages were implemented to maximize the 
dynamic range of the signal for measurement on a 0 to 5V 
input range. Two non-inverting op-amp gain stages are 
cascaded with the AD620 gain of 50. A total gain of 6,050 
was provided with this configuration.  

For testing, the AD620 was placed on a small circuit 
board mounted to the head.  The wires were kept short 
(approximately 8 inches) to reduce the impact of 
electromagnetic interference. 

    For EOG and EMG signals, one electrode was placed 
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above and below the eye. The third electrode on the 
forehead provided a driven ground reference. This 
arrangement of electrodes is similar to configurations 
commonly reported by researchers, such as Kaneko [1], 
when trying to detect EOG signals. When someone looks up 
or down, the electrodes will propagate electrical potential 
changes related to dipole pose modifications.  Vertical 
movements were the focus of the measurements due to the 
greater amplitudes observed compared to the lateral motion 
for horizontally placed electrodes.  

 

 
 

 

 

 

 

Figure 2: Electrode Placement. 

III. RESULTS 
After testing each gain stage sequentially, we did a 

frequency sweep to find where the half power, or -3db point 
occurs with the hardware setup. We found that the EMG 
circuit has cutoff points at approximately 70 Hz and 4.3 
kHz. We found that the EOG circuit has cutoff points at 
approximately 2 Hz and 11 Hz.  

 
Figure 3: Sample Data Average of EMG Amplitude VS. EOG Duration 

differentiating Intentional from Unintentional blinks 

Based upon example waveforms, a threshold was 
developed that is applied to the duration of the EOG and 
amplitude of the EMG.  An initial qualitative assessment 
was obtained based upon an independent threshold in both 

the EOG and EMG components.  

                     IV. CONCLUSION 

 The EOG and EMG signals play a crucial role in 
how people with paralysis can communicate. Differentiating 
between voluntary and involuntary blinking can make the 
difference for a patient to communicate effectively and 
accurately. An apparatus was discussed that qualitatively 
appears to produce results consistent with reports by Kaneko 
[1], which allude to a feasibility of pursuing a simple 
threshold based classifier of intentional and unintentional 
blinking.  While our initial proposal is for a simple logical 
AND operation between a threshold on EOG and EMG, a 
second option being considered is a threshold based upon 
the linear combination of EOG and EMG to better isolate 
the classes.  Future work is anticipated to quantify the 
performance of the proposed approach with a human study. 

Theoretically, a bandwidth for our EMG and EOG 
circuits was designed for 50 and 3000 Hz, and 0.1 and 10 
Hz, respectively, but component availability and tolerance 
of the capacitors and resistors generated a slightly different 
set of bandwidths.  Even though the realized bandwidth was 
more limited than initially planned, the design appeared to 
have similar characteristics to those reported by Kaneko [1] 
and was from a preliminary qualitative assessment effective 
at discrimination so the simplistic design was maintained. 
The use of the same electrodes for EMG versus EOG has 
led to a contamination of the signal by EOG related 
potentials, but for the purpose proposed, it does not appear 
to be significant enough to impact results.  If so, a higher 
order filter could be applied to the EMG signal to reduce 
further. Future work will explore the impact of different 
filter approaches by applying post-processed higher order 
digital filters. 

REFERENCES 
[1] Kaneko, K. & Sakamoto, K. (1999). Evaluation of three types of 

blinks with the use of electro-oculogram and electromyogram. 
Perceptual and Motor Skills, 88, 1037-1052 

[2] Arthi S.V. & Norman S.R. (2015). Analysis of electrooculography 
signals for the interface and control of appliances" International 
Journal of Multidisciplinary and Current Research(IJMCR), Vol.3, 
pp.87-90. 

[3] Prasannaraj, A. & Dharmalingam, R. (2014). Integrated EOG Based 
Interface to Control Wireless Robot. International Journal of 
Advanced Information and Communication Technology(IJAICT), 
Vol.1, Issue 2, pp.241-244.  

[4] Nakanishi, M., Mitsukura, Y., Wang, Yijun, Wang, Yu-Te, & Jung, 
T-P. (2012). Online Voluntary Eye Blink Detection using 
Electrooculugram. Proceedings of International Symposium on 
Nonlinear Theory and its Application,pp.114-117. 

[5] “Biomedical Engineering Education Portal.” National Instruments. 
N.p.,29Mar.2016.Web.24Sept.2016

 



Android Application to Prevent Foot Ulcers and
Monitor Weight of Diabetic Patients

Brian McHugh, Michelle Bierman, Ryan Brown, Ying Sun, Ph.D., Jiang Wu, Ph.D.
Department of Computer, Electrical and Biomedical Engineering, University of Rhode Island,

Kingston, RI 02881, USA. Correspondence email: yingsun@uri.edu

Abstract – This device combines a scale, camera and an Android
application  to  monitor  weight  as  well  as  the  soles  of  feet  to
prevent foot ulcers in diabetic patients. Once stepped on, the scale
will send the person’s weight to a Android  app and the app will
record this number in order to keep track of progress over time.
Then, the patient will take a picture of their right and left foot,
respectively, by positioning their feet over a microcontroller with
a camera attachment. The photos will then be sent to and stored
on the app so the patient can monitor the soles of their feet.

I.  INTRODUCTION

The  purpose  of  the  device  proposed  in  this  paer  is  to
monitor  weight and prevent foot ulcers for  diabetic  patients
that  suffer  from  peripheral  neuropathy.  Diabetic  peripheral
neuropathy is the most common complication associated with
diabetes  [1].  Peripheral  neuropathy is  associated with  nerve
damage in the hands, arms, legs and/or feet. One of the most
dangerous side effects of peripheral neuropathy in the feet is
numbness, which can induce the development of ulcers on the
soles of patient’s feet. These ulcers progress due to the fact
that the patient is unaware that there is an open sore [2]. An
untreated ulcer  can result  in infections in  the skin or  bone,
which may lead to amputation of the foot or leg. Furthermore,
almost  90%  of  people  living  with  type  2  diabetes  are
overweight  or  are  obese  [3].  Obesity  can  promote  the
development of ulcers due to the amount of pressure on the
patient’s feet. If  a patient develops these ulcers,  weight loss
may aid in accelerating the healing time and if caught early
enough, infection can be avoided. By monitoring weight and
the soles of the feet at the same time, a patient can avoid these
ulcers as well as benefit from losing weight.

Figure 1. Visual representation of the system. Patient steps on scale
then takes pictures of their feet. Once this is done,  the images are
processed through the Raspberry Pi 3 and then saved on the Android
application.

This project is the first multifunctional medical device to
preemptively monitor diabetic patient’s feet for ulcers. Figure
1  describes  the  overall  block  diagram  of  the  device.  The
combination  of  a  scale,  camera,  mobile  application  and
microcontroller allows for a patient to have a “one stop shop”
product that they can integrate into their daily routines. The
goal of this project is to aid diabetic patients who are suffering
from peripheral neuropathy in the prevention of a foot ulcer
and promote weight loss to benefit their overall health.

II.  METHODS

A. Hardware
This  project  incorporates  three  main  hardware

components: a camera, a Bluetooth scale and a Raspberry Pi 3
miniature single-board computer. The camera is a wide-angle
fish  eye  lens  that  attaches  directly  to  the  Raspberry  Pi  3
Camera Interface port. This allows for the device to take clear
photos of the patient’s foot that will be used to monitor the
soles of the feet. The Bluetooth scale is a Xiaomi Smart Scale
XMTZC01HM that meastures a user’s  weight in pounds and
communicates  via  the  Android  application.  This  weight  is
then  stored  for  later  use  to  track  weight  loss  or  gain.  The
Raspberry Pi 3 with the camera  was used to take photos and
send images to the Android app. The Raspberry Pi 3 uses a
Broadcom BCM2837 chip, powerful enough to process all the
necessary  information. Together, these components create an
all-in-one device to prevent foot ulcers and to monitor weight.

A separate  START push  button  is  added  to  trigger  the
consecutive execution of these three scripts. Figure 3 shows
the  connection  of  this  button  to  the  general-purpose
input/output (GPIO) connector of the Raspberry Pi 3.

B. Raspberry Pi 3 Software(A, B can be combined )

Two pieces of  software were developed, one running on
Raspberry  Pi  3  and  one  on  Android.   The  Raspberry  Pi  3

Figure 2: Block diagram of the overall flow of device created.
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Figure 3: Schematic of circuit used to automate the Raspberry Pi 3.

software was coded using Python, and includes three scripts.
The  camera.py  script  takes  pictures  of  the  foot.  The
imagecompression.py  script  compresses  the  image  that  was
taken. Finally, an additional script server_sendfile.py creates a
network Transmission Control Protocol (TCP) socket to send
images to the Android Application. 

Once  a  user  presses  the  START  button,  the  Python
program residing in the Raspberry Pi 3 runs, takes a picture of
the foot and sends the picture to the Android application. The
three  different  color  LEDs  light  up  one  after  another  to
indicated the  Raspberry Pi  3’s  current  status.  The red LED
signifies an idle state, the yellow LED denotes the Raspberry
Pi 3 is taking a picture and then compressing the image, and
the  green  LED  signifies  a  successful  image  transfer  to  the
Android application.

C. Android Software

The  Android  application  was  developed  using  Android
Studio  (version 2.2.2).  This  user-friendly  application  allows
the patient to store information such as photos and weights in
one  place.  The  Android  software  obtains  the  weight
information ofthe user via Bluetooth. A TCP network protocol
is  used  for  the  image  transfer  from Raspberry  Pi  3  to  the
Android application through a local Wi-Fi access point. 

III.  RESULTS

Figure  4  shows  the  Android  application  displaying  the
weight of the patient when stepping on the Xiaomi scale. This
weight  unit  can  be  chosen  between  pounds  or  kilograms,
depending on what the patient prefers.

Figure 4 also shows where foot image is displayed.  The
photo  taken by  the  user  will  replace  the  image  of  the  two
animated feet (it is better to have foot image). This image is
then stored for review later. By clicking the “photos” button,
the user will be taken to a database where he or she can view
images and weights from previous days. 

In the future, patients will integrate this device into his or
her daily routines so that these saved images can be compared.
Once the images are compared, the patient will be able to see
subtle changes to the soles of their feet.  This will allow the
start  of  a  sore  to  be   oticed  before  a  foot  ulcer  develops.
Patients can then decide if further actions need to be taken in
order to prevent the development of a foot ulcer.

Figure 4: Screenshots of the Android application.

IV. DISCUSSION

This  project  focuses  on  a  major  health  issue  in  today’s
society. Diabetic foot ulcers are the number one non-traumatic
cause for lower limb amputation in the US [4]. This not only
lessens a patient’s quality of life but also creates a burden on
the  healthcare  industry  due  to  the  fact  that  it  costs  up  to
$45,000 dollars each time a patient is hospitalized for diabetic
foot ulcers [4]. 

There are no other preventative foot ulcer measures similar
to  this  device  currently  on  the  market.  Patients  are  able  to
easily  compare  the  soles  of  their  feet  over  time.  A further
improvement will be an algorithm that is able to highlight any
changes in the surface of the foot and notify the user. If the
patient notices any differences in the pictures, they are able to
preemptively seek medical attention before an ulcer develops,
thus avoiding infection and hospitalization. Many foot ulcers
start to develop due to irritation and go unnoticed because of
nerve  damage.  The  solution  is  usually  simple,  as  easy  as
purchasing new shoes. 

Diabetes is a growing problem in today’s society and this
project  is  working  to  use  modern  technology to  help  these
patients  avoid  hospitalization  and  ultimately  retain  their
quality of life.
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Abstract-  This  project  is  based  on developing  and creating  a
device  that  utilizes  ultrasonic  sensors  to  determine  height.  The
device is intended to be used as an alternative to the other more
bulky  and  expensive  models  found  either  at  home  or  at  your
doctor’s office.  The device will  be created for people to use it on
their own with ease without requiring help. The objective is to make
it both aesthetically pleasing, easy to use, and as cost effective as
possible.  The  design  includes  two  ultrasonic  sensors,  composite
framework, a PIC controller, wiring, and C++ coding in its design. 

Keywords—Ultrasonic; Height Measuring; BMI

I. INTRODUCTION 

Height  and  weight  are  important  indicators  of  human
health.. Most people likely know their height up to a certain
point. But even being half an inch to an inch shorter could be a
very  important  indicator  to  your  health.  For  children,  it  is
important to monitor that they are growing at a healthy rate,
and for the elderly it is important to monitor whether or not
their  height  decreases.  This  could  be  an  indicator  of
osteoporosis.  If  this  technology  is  paired  with  a  scale,  a
person’s  Body  Mass  Index  (BMI)  can  easily  be  calculated.
Doctors  commonly  use  BMI  as  important  indicators  for
diabetes and heart disease. 

Currently,  methods  to  measure  height  and  weight  are
archaic, take too much time, and usually required more than
one  person.  These  measurements,  especially  when  directly
linked to health, need to be as accurate as possible, and in a
way that  isn’t  time consuming. Ultrasonic sensors provide a
solution to this problem. They work similar to echolocation in
bats by sending out a sound wave and then determining  the
distance of something by listening for the return echo.. Based
off of that information the device is able to determine distance
to  an  object,  which  is  in  this  case  the  floor.  Having  two
ultrasonic sensors allows for two separate measurements, and
by averaging  both  the design  team was able  to  attain  more
accurate  readings,  while  also  compensation  for  non-level
orientations.

This Project  aims to make it easy for any person to take
their  measurements  at  home,  while  maintaining  accuracy.
When  designing  the  prototype  the  team kept  in  mind  how
effective the device is, the cost of the materials, how easy it is
to  assemble  and  manufacture,  and  finally  how  consumer
friendly it  is.  The  team has done extensive  research  on the
market for such an item, and has found quite a lucrative spot
for  such  a  device.  Upon careful  inspection  there  are  a  few
products that are similar in theory, but in design could not be
more different. These items cost anywhere from six hundred
dollars to one thousand dollars. The design only cost  around
forty dollars to create. With this in mind the team has created a

Figure 1. Block Diagram

prototype that is pleasing to use for the consumer, but more
importantly is accurate in determining height measurements.

II. METHODS

A. Design Process

The  design  process  began  with  the  programing  and
implementation of the HC-SR04 ultrasonic sensor.  This was
first  implemented onto a  breadboard to  first  ensure that  the
idea would work before implementing it in the final design.
The  circuit  includes  a  PIC18F4525  microcontroller,  4  MHz
resonator,  ultrasonic  sensors,  a  9 to 5 V converter,  and one
resistor. Initially before building the prototype the team needed
to check to see if the ultrasonic sensors were functioning and
how accurate they were. After this information was found the
team began the design phase. Some things that the design team
kept  in  mind  while  the  prototype  was  created  are  the
following:

1. The  device  should  reach  the  ground,  unobstructed  by
any obstacles.

2. The  design  should  include  two  ultrasonic  sensors  at
opposite sides so the average of the two can be taken.

3. The breadboard, wiring,  and other  components  should
be covered in a housing unit. 

4. The prototype should be built so that it is kept stable at
the top of your head with very minimal movement. 

All  of  this  was  kept  in  mind  when  the  team  designed  the
functioning prototype. 

B. The Prototype Build

The Software

Designing began with coding the PIC microcontroller using
MPLab  and  C++  coding.  The  team  programmed  the
microcontroller so that a trigger signal is sent to the ultrasound
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and that length of the return signal would be measured upon
returning to give us a certain distance. This was recorded using
a counter, which we then converted to feet, inches, and tenths
of  inches.  The  accuracy  was  improved  with  the  second
ultrasound,  and  a  simple  average  command  in  the  code  to
implement the addition. The information that was gained from
the ultrasound was then coded to display on the LCD screen. 

The Hardware

The hardware for our design included the PIC18F4525 
microprocessor, a 4 MHz resonator, and 9 to 5 V converter, a 9 
and 5 V battery, the two ultrasonic sensors, a resistor, the 
wiring, and the LCD to display the height. The final step was 
to build something that would house and encase the board and 
sensors. To do this wood composite board was cut so that the 
board and sensor can lay on them. Then two holes were cut at 
each end so the sensors could fit in there snugly. The 
breadboard lays on top of the wood composite plank in the 
center, and is encased in a housing of the same material. The 
LCD screen is mounted through a hole cut in the front of the 
housing, for easy viewing. The sensors are on each end of the 
plank to provide a large distance between them. 

Figure 2. Sketch of basic prototype.

III. RESULTS

Upon  testing  our  prototype  we  found  that  it  was
functioning correctly and is very accurate. After measuring the
same value 10 times, at most the average measurement was 0.4
inches off.   The materials used to create our prototype are both
cheap  and  lightweight.  The  device’s  weight  is  hardly
noticeable when upon the subject’s head and is very easy to
hold in place.

IV. DISCUSSION

This project was started this school year and developed in
hopes  of  easing  the  process  of  measuring  height,  without
sacrificing  accuracy.  A prototype  was  designed  so  a  person
alone at home could do this by themselves without spending a
significant amount of money. The market for health and fitness
is large and growing, and the need for new age products is very
prevalent.  It  is  the  team's’ belief  that  this  device  has  great
potential on such markets, with the only competitors being way
too out of budget that only doctor’s offices can afford them. 

 

Figure 3. Graph of actual height compared to measured height.

Std 4 4.25 4.5 4.75 5 5.25 5.5 5.75 6 6.25

Avg 4 4.21 4.5 4.71 4.98 5.23 5.46 5.75 5.99 6.22

Std 
Dev 0.05 0.04 0.04 0.02 0.06 0.03 0.02 0.05 0.04 0.01

% E 0.10 0.84 0.11 0.77 0.48 0.48 0.76 0.06 0.21 0.47

Figure 4. Table of Actual height vs. the Average of 10 readings on our device, 
along with standard deviation and percent error.

In the future, we hope to add Bluetooth technology which 
will link the height measurement to an app and a Bluetooth 
scale. The app would be configured to determine a BMI 
calculations and notify you on your current health status. The 
group hopes in the future that they can make the design more 
easily manufacturable and aesthetically pleasing, so the user 
feels more comfortable using such device. Thus the device 
should be very marketable
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Abstract—In this paper, we propose a simple SVM, or 
support vector machine, classifier-based algorithm for 
determining whether eyes are open or closed in images.  Due to 
its computational simplicity, it can be implemented on embedded 
systems, such as the Blackfin Low-Power Imaging Platform 
(BLIP) by Analog Devices, Inc.  This design provides an 
inexpensive and practical solution to drowsiness detection 
functionality in applications such as assistive devices for vehicle 
drivers or machinery operators. 

Keywords—eye status; image processing; machine learning; 
classifier; drowsiness detection; embedded systems 

I. INTRODUCTION 
Drowsiness detection plays an important role in advanced 

driver assistance systems (ADAS) in the latest vehicles by 
providing drivers fatigue information to avoid falling asleep 
while driving.  Many alerting methods have been proposed 
based on a variety of information, including biomedical 
signals, driver behavior, stereo cameras, and IR cameras.  
Lately, low-cost video-based detection is receiving more and 
more attention [5].  Most of the reported research in this area 
requires computation-intensive eye/pupil shape recognition, 
such as the Haar Cascade Classifier and Camshift algorithms 
used to obtain eye blink detection [3].  In this paper, we 
propose a simple histogram-based SVM classifier for 
open/closed eye status determination targeted at less 
demanding computing platforms, such as the BLIP DSP board 
by Analog Devices. 

The BLIP is a low-power, low-cost embedded computer 
vision board that is capable of many real-time video sensing 
applications, such as room occupancy determination and 
motion tracking.  Images and videos captured by the BLIP 
camera can be analyzed in real time, and the USB ports on the 
board allow for external output video storage or display.  
Previous work at URI [2] with the BLIP includes using frame 
subtraction to monitor the activity of the elderly by identifying 
changes in consecutive images, thus determining whether an 
individual has moved and also to what degree the motion has 
occurred.  In this research work, we continue using the same 
platform, but with the purpose of determining whether eyes are 
open or closed. 

II. METHODS 

A. Algorithm 
Open/closed eye status determination can be considered as 

a classification problem, and different machine learning 
classification methods can be utilized.  They all share the same 
procedure: sample data collection, feature extraction, 
coefficient training, and prediction.  For this particular 
research, after many experiments, histogram features and an 
SVM classifier are chosen. 

Fig. 1 shows the process of feature extraction.  The 
captured eye images are first converted to grayscale images if 
they are only available in RGB or YUV format, since the 
luminance components include the most important information 
about eye status.  To eliminate the variation in image exposure, 
pixel-wise maximum/minimum normalization is applied to 
each grayscale image.  In reality, if the exposure setting of the 
camera is fixed, this step can be omitted.  

An 8-bin histogram is then computed across each grayscale 
image.  The number of bins is chosen to be 8 so that the 
histogram can be easily computed by no more than 3-step 
shifting of the 8-bit pixel value while providing sufficient 
information for classification afterwards.  The first 4 bins of the 
histogram are chosen to be the 4-dimensional feature vector.  
As a standard procedure, the feature vector is normalized to a 
standardized data set 

    1,1,0  and  4,3,2,1    ,/)( �  � Njihf iiijij �VP              (1) 

with a mean of zero and a standard deviation of one, where hij 
is the ith feature of sample j and µi, σi are the mean and standard 
deviation, respectively, of the ith feature of the N samples.  In 
order to train the classifier, eye images are captured and labeled 
as open or closed, and the collection of images is then split into 
a training set and a test set.  The training set is used to find the 
classifier model coefficients, and the test set is used to assess 
the effectiveness of the model and coefficients. 

A standard SVM classifier engine can be readily applied to 
the feature vectors of the captured sample images.  The learned 
model coefficients are then used for model prediction of the 
real-time eye images to provide automatic eye status 
determination. 
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Fig. 1. Feature Extraction Diagram 

B. Hardware 
The BLIP board is used to capture eye images and will later 

perform real-time prediction.  Thanks to its low primary 
voltage domains of 3.2, 1.8, and 1.1 volts and its petite 2.5-inch 
by 3.5-inch dimensions, this embedded platform can be easily 
integrated into many systems.  To access the on-board Aptina 
ASX340AT imaging sensor, which captures 640-pixel by 480-
pixel images at 30 frames per second, AD Vision Sensor 
Controller 1.0.1 is installed on a PC running several other 
Analog Devices programs for development and demonstration 
purposes.  

III. RESULTS  
 

 
Fig. 2. 30 grayscale images tested against the machine learning algorithm.  

The eye status of 27 of the 30 images was successfully determined. 

The built-in camera of the BLIP board was used for sample 
eye image collection.  The images are labeled and processed by 
a Python script for normalization and feature extraction.  Then, 
the SVM model provided by the Python machine learning 
package Scikit-learn is used for model training and verification.  
In our test, 152 images of three different individuals with open 
and closed eyes were captured for coefficient learning: 122 for 
the training set and 30 for the test set.  Fig. 2 shows the 
classification results for the test images.  A detection rate of 
90% or better is achieved. 

IV. DISCUSSION 
The next major step of the project is to program the BLIP 

microprocessor.  The BLIP embedded system will have an 
SVM prediction function implemented and executed on real-
time eye images, based on the already-learned model 
coefficients.  The code for the embedded system will be 
developed in C with CrossCore Embedded Studio 2.1.0, an 
integrated development environment made by Analog Devices.  
Also, the image populations to train the machine learning 
algorithm and to test it should be extended and further 
diversified to increase the algorithm’s robustness and further 
verify its functionality and efficacy.  Future work includes 
using the system to alert tired drivers through determining if 
the eyes have been closed for a duration longer than that of a 
typical blink or if the rate of blinking is below normal.  In 
addition, the BLIP system, by differentiating intentional eye 
blinking from involuntary blinking, could allow for easier 
control of devices for people suffering from spinal cord 
injuries. 
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Abstract—The aims of this project were twofold: (1) to develop an 
accurate, yet simple and efficient algorithm that estimates the 
optic cup-to-disc ratio from input retinal images (a critical feature 
in the evaluation of glaucoma), and (2) to implement this algorithm 
in a graphical user interface (GUI) that can aid optometrists and 
other trained professionals in this characterization process. The 
first aim addresses the possibility of having this diagnostic tool 
implemented in devices that can be transported to areas currently 
devoid of appropriate medical care at low prices. Both goals have 
been completed successfully. The developed algorithm works as 
follows: by selecting the center point of the optic disc and optic cup 
on a retinal image, radial lines are projected outward in a circular 
pattern that detect the edges by determining the greatest change 
in pixel intensity. The points of greatest difference are connected 
to form polygonal approximations of the desired features. The 
areas of the polygons are calculated and the ratio between the two 
areas is determined, providing a reliable estimate to the relevant 
cup-to-disc ratio.  

Keywords—glaucoma detection, optic cup, optic disc, graphical user 
interface, GUI, edge detection, radial lines, dead zone. 

I. INTRODUCTION 
Glaucoma affects 60 million people worldwide, and is the 

leading cause of vision loss in the United States. [1] Glaucoma 
is a disease that damages the eye’s optic nerves due to increased 
intraocular pressure. [2] Increased intraocular pressure results 
from partially or fully blocked drainage canals located around 
the iris, which prevent the aqueous humor from draining 
appropriately. When intraocular pressure increases, a force is 
asserted on the optic nerve, which restricts blood flow through 
the blood vessels. This can result in permanent, irreversible 
damage. [2] Symptoms of glaucoma include nyctalopia, 
peripheral vision loss, light sensitivity and blurred vision. [2] If 
glaucoma is detected at an early stage, the symptoms can be 
mitigated through medication or surgery. [2] 
     One characteristic that is associated with the presence of 
glaucoma is an increased optic cup-to-disc ratio. [3] The optic 
cup is the central portion of the optic disc that lacks nerve fibers. 
When glaucoma progresses to a severe state, the area of the cup 
increases and approaches the outer edge of the optic disc. 
Therefore, as the cup-to-disc ratio increases, the likelihood of 
glaucoma increases. It is desirable to develop accurate, 
efficient, and simple methods of characterizing this feature in 
order to make the diagnostic procedure easy and affordable to 
implement in medical practice.  

II. METHODS 
Figure 1 displays the general procedure 

for performing this disc and cup 
characterization. The first step in the 
process is the determination of a center 
point from which radial lines will be 
launched. This is done in our GUI by 
manually clicking a center point based on 
visual inspection of the fundus image.  
     From this point, the edges of the cup 
and disc are detected using an algorithm 
that tracks pixel intensities along the radial 
lines projected outward from the 
designated center point. Each line consists 
of a discrete number of intensities sampled 
at a certain step size along the radial line. 
[4] This sampling does not actually 
begin until a specified “dead zone” has 
been cleared, which is a predefined circular region in which no 
samples are taken in order to avoid mistaking blood vessels for 
disc and cup edges (the vessels converge right near the center 
of the optic disc). The sampling locations are described by the 
following formulas:  

𝒙(𝒋) = 𝒙𝒄 + 𝒅 ∗ 𝐜𝐨𝐬(𝜽) + 𝒑 ∗ (𝒋 − 𝟏) ∗ 𝐜𝐨𝐬(𝜽)     (𝟏) 
𝒚(𝒋) = 𝒚𝒄 + 𝒅 ∗ 𝐬𝐢𝐧(𝜽) + 𝒑 ∗ (𝒋 − 𝟏) ∗ 𝐬𝐢𝐧(𝜽)     (𝟐) 

In equations (1) and (2), 𝒙𝒄 and 𝒚𝒄 refer to the 𝒙 and 𝒚 pixel 
coordinates of the center point, 𝒙(𝒋) and 𝒚(𝒋) refer to the 𝒙 and 
𝒚 coordinates of sample j along a radial line projected at angle 
𝜽 to the horizontal. The variables 𝒅  and 𝒑  refer to the dead 
zone radius and step size, respectively. 
     For most of the lines, the sample locations do not fall on an 
integer pixel location, and thus the average of the four 
surrounding pixels is used to interpolate the intensity at these 
points. The change in intensity is determined between each 
consecutive pair of pixels along a line, and the point at which 
the greatest derivative is found is deemed an edge point of the 
disc. The derivative used is a simple discrete derivative shown 
here: 

𝑫(𝒊, 𝒋 − 𝟏) = 𝑴(𝒊, 𝒋 − 𝟏) − 𝑴(𝒊, 𝒋)     (𝟑) 
In equation (3), 𝑫(𝒊, 𝒋 − 𝟏)  refers to the derivative 𝑫  at the 
previous step (𝒋 − 𝟏) along radial line 𝒊. The term 𝑴(𝒊, 𝒋 − 𝟏) 
is the interpolated pixel intensity at the previous step on radial 
line 𝒊 , and 𝑴(𝒊, 𝒋)  is the interpolated pixel intensity at the 
current step.  
     The same process is then repeated to find the cup edges, 
except the lines only travel to the disc edge this time so that the 
next highest derivative is located. This means the success of the 

Figure 1: Flow chart of 
algorithm 
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cup characterization is highly dependent on the success of the 
disc characterization. In an attempt to eliminate outlier points, 
the mean distance between the center point and disc edge points 
is calculated and compared to each of the individual distances. 
The same process is repeated for the cup characterization. Some 
upper and lower tolerance is allowed, while points whose 
distances lie outside this allowed range are replaced by a point 
of median distance. This median filtering of outliers prevents 
any one outlier from greatly skewing the characterization. 
     Once the edges of the optic cup and disc are located using 
the radial line technique, the edge points are directly connected, 
creating two polygons. The areas of the two polygons are 
calculated and a ratio is determined.  
     We developed this algorithm in Matlab, and presently a fully 
functional GUI exists in which one can adjust the various 
parameters (such as the dead zone radius) and view the updated 
edge point detection and area ratio calculation live. 

 
Figure 3: MATLAB GUI; The image on the left is the retinal image with disc 
(blue) and cup (purple) points shown. The plot on the bottom right depicts the 
polygonal approximations and cup to disc ratio (displayed above it). The “Load 
Image” and “Select Center Point” buttons allow a retinal image to be loaded, 
resized to focus on the optic disc, and can be clicked to select the center point. 
The 8 slider bars allow the following to be adjusted: A) The number of radial 
lines used for the disc edge detection B) The same parameter described in A, 
but for the cup detection. C) The dead zone radius for disc detection described 
in text. D) The upper tolerance of allowed distances between center and disc. 
E) The lower tolerance. F, G, H) Same parameters described in C, D, and E, but 
for cup detection instead of disc. 

III. RESULTS 
 The described algorithm can successfully locate the disc and 
cup edges on a number of retinal images. However, the values 
of some of the parameters can greatly influence the effectiveness 
of the algorithm, which makes the implementation of this 
algorithm in the GUI very useful. The ability to actively adjust 
various parameters described in Figure 2 allows one to see how 
each variable affects the characterization algorithm, and in turn 
make appropriate adjustments that improve the characterization 
for any particular image. Figure 3 demonstrates this usefulness 
by showing the results of using three different values for the 
dead zone radius during optic disc detection. In this figure the 
optic cup points have been suppressed for clarity. For this image, 
when the dead zone radius is set to 15 pixels, the optic disc 
points (circular points in figure 3) undershoot the apparent visual 
disc perimeter. When it is increased to 45 pixels, there is an 
overshoot (triangular points). A decrease in the dead zone to 30 

pixels results in a very accurate 
outline of the optic disc (arrow 
shaped points). The algorithm 
reruns each time a slider is 
adjusted. The result of any 
adjustments can be seen and 
evaluated in real time which 
increases the efficiency of 
parameter optimization  

IV. DISCUSSIONS 
     The current functionality of this algorithm in Matlab shows 
promise for the evaluation of glaucoma on a variety of 
platforms. However, there are many improvements that can be 
made in future development. As mentioned previously, it would 
be desirable to have this same algorithm implemented in a 
cheap medical device that could be produced at low costs and 
potentially be used in developing parts of the world where 
medical care is subpar. In particular, the Blackfin Low Power 
Imaging Platform Board (BLIP) is one affordable option from 
Analog Devices that can run the developed algorithm. 
Additionally, the need for these special “dead zone” parameters 
could be removed by developing a method of automatically 
detecting and either removing or ignoring blood vessel 
disturbances. One possibility we have started to examine is the 
identification of pairs of derivative peaks of opposite signs, a 
phenomenon typically indicative of blood vessel edges. This 
implementation would make the algorithm more robust since 
the regions that should be ignored would be tailored to the 
blood vessel geometries of each image. The GUI could also be 
used to further investigate correlations between cup-to-disc 
ratio and the presence of glaucoma. With this tool, it would be 
very easy and efficient to get ratio estimates for thousands of 
known sample images, and use this data to more accurately 
determine risk indices for glaucoma based on the cup-to-disc 
ratio.  
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Figure 2: Each set of points shows the disc points at a particular dead zone 
radius setting; triangle set-45 pixels, arrow set-30 pixels, circle set-15 pixels. 
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