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Abstract—A performance analysis of 1-bit full-adder cell is system are reviewed. In Section Ill, the building modules of the
?Le:%‘g%%lezhzr :1?5&;3”21% aé‘v‘ztﬁ]fgtizzde;qt&:i\%?'|efsg\7/g?:||%5e~ full-adder cell are presented. In Section IV, different designs of
signs of each of them are developed, prototyped, s%mulated and each of these modulgs are implemented, analyzed, and C‘?m'
analyzed. Twenty different 1-bit full-adder cells are constructed Pared. Then twenty different full-adder cells are developed in
(most of them are novel circuits) by connecting combinations of Section V, using different combinations of designs of each of
different designs of these modules. Each of these cells exhibitsthe puilding modules. Finally, the full-adder cells simulation re-

different power consumption, speed, area, and driving capability : :
figures. Two realistic circuit structures that include adder cells sults are presented in Section V1. The adder cells are compared

are used for simulation. A library of full-adder cells is developed Pased on power consumption, speed, power delay product, area,
and presented to the circuit designers to pick the full-adder cell and driving capability.
that satisfies their specific applications.

Index Terms—Addition, arithmetic, full adder, low power, per-
formance analysis.
Il. POWER CONSIDERATIONS

|. INTRODUCTION Designing systems aiming for low power is not a straight-

DDITION is one of the fundamental arithmetic operaforwarq taSk_’ as it is involved ir_' all the IC_: Qesign stages
A tions. It is used extensively in many VLS| systems SucIﬂegmnlng with the system behavioral description and ending
e{ygh the fabrication and packaging processes. In some of these

as application-specific DSP architectures and microprocessors. h ideli h | 3 th
In addition to its main task, which is adding two binary number§,ta‘ges there are guidelines that are clear an there are -steps to
low that reduce power consumption, such as decreasing the

itis the nucleus of many other useful operations such as subtrifd | | hile in oth h |
tion, multiplication, division, address calculation, etc. In most qower-supply voltage. While in other stages there are no clear

these systems the adder is part of the critical path that determiﬁ[fsps to follow, ,SO stat;]stlcal or probab|l|st|.c hel;”St'? methods
the overall performance of the system. That is why enhancift used to estimate the power consumption of a given design

the performance of the 1-bit full-adder cell (the building block™ [2]. ) o
of the binary adder) is a significant goal. There are three major components of power dissipation in

Recently, building low-power VLSI systems has emergetaamplementary metal-oxide—semiconductor (CMOS) circuits.
as highly in demand because of the fast growing technologiesl) Switching PowerPower consumed by the circuit node
in mobile communication and computation. The battery tech- ~ capacitances during transistor switching.
nology doesn’t advance at the same rate as the microelectronicg) Short Circuit PowerPower consumed because of the cur-
technology. There is a limited amount of power available for the ~ rent flowing from power supply to ground during tran-
mobile systems. So designers are faced with more constraints;  Sistor switching.
high speed, high throughput, small silicon area, and at the3) Static PowerDue to leakage and static currents.
same time, low-power consumption. So building low-power, The first two components are referred to as dynamic power.
high-performance adder cells is of great interest. Dynamic power constitutes the majority of the power dis-

In this paper, a structured approach for analyzing the adddpated in CMOS VLSI circuits. It is the power dissipated
design is introduced. It is based on decomposing the full add#BHing charging or discharging the load capacitances of a given
into smaller modules. Each of these modules is implementédCuit. It depends on the input pattern that will either cause the
optimized, and tested separately. Several full-adder cells #i@nsistors to switch (consume dynamic power) or not to switch
composed by connecting these modules. The remainder of R@ dynamic power consumed) at every clock cycle. It is given
paper is organized as follows. In Section 1I, some low powdy the following in [3]:
considerations, to be taken into account when designing a VLSI

Paynamic = Z(Cz load * Vi swing * ) * felk - Vaa
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where Y
C;10aa load capacitance at nodp 4 e
Vi ewing VOItage swing; =T
v switching activity factor; fi}u
feie system clock frequency;

Vid power supply voltage; L

Vi transistor threshold voltage; _:%_,C ,,,,,

I gain factor of the transistor; - =

T rise or fall time of the signal. — —
The summation is over all the nodes of the circuit. Reducing TG-CMOS TFA

any of these components will end up with lower-power con-
sumption, although, it is of equal importance to increase the
system-clock frequency for faster operation.

Estimating the power of a large circuit is a complex task.
Heuristic algorithms, statistical, and probabilistic methods are
used to generate random-input patterns to test the switching a
tivity of the circuit. These methods become less accurate whe
the size of the circuit increases. It is better to decompose th
large circuit into smaller modules and then use these methoc
to estimate the power consumption of each module. When th
decomposed modules are small enough, exact methods can
used to optimize their performance. CAD tools and simulators
could be used to build the circuit layout, simulate it, and estimate
its power dissipation. Following this strategy, the best design o
a given module is found and then by connecting the modules tc CPL
gether the bigger circuit is formed, which will be optimized for
low-power dissipation.

10,12 ——
>o§u/n

10,12
Stem

Ill. FuLL ADDER BUILDING BLOCK

The full-adder function can be described as follows: Given
the three 1-bitinputsl, B, andCy,, it is desired to calculate the
two 1-bit outputssumandC,,,;, where

sum =(A@ B) ® Cyy,
Cout =A-B+Cin- (A® B). CMOS
There are standard implementations for the full-adder cﬁ%_é‘MSg’)‘"d[if fT”r']'e a(t’faf]rsrzfs”ssibrr hfeurfgi‘igf]m':fjﬁgr'g%e,fA)c“E';l)_s Taﬁger
that will be used as basis for comparison in this paper. Amongransistors adder (14T) [6]. The conventional CMOS adder (CMOS)
these adders there are the following: [7]. The complementary CMOS logic adder (CPL) [7].
1) The transmission-gates CMOS adder (TG-CMOS) [4], it
is based on transmission gates and has 20 transistors.and intermediate nodes are different, and the transistor count
2) The transmission function full-adder (TFA) cell [5] isvaries significantly. For example, TG-CMOS, TFA, and 14T
based on the transmission function theory and it has f)&nerated ¢ B and use it and its complement as a select signal
transistors. to generate the outputs; while CMOS generdigg through a
3) The low power implementation of the full-adder cell thasingle static CMOS gate and finally CPL generates many inter-
has only 14 transistors (14T) [6]. It is based on the lomediate nodes and their complement in order to generate the
powerXORdesign and transmission gates. final outputs. Having a signal and its complement produce a
4) The complementary pass-transistor logic (CPL) full addguaranteed switching activity that may occur with every change
[7], [12], it has 32 transistors and uses the CPL logio any of the inputs. Another problem, which is overloading
family. the inputs (especially with oversized transistor gates), produces
5) The CMOS full adder (CMOS) [7] has 28 transistorfigh capacitance values for these nodes. This problem is clear
and is based on the regular CMOS structure (pull-up amdth CPL and CMOS, and less with TG-CMOS, TFA, and 14T.
pull-down networks). Another problem that is unique in CMOS is that it generates the
These full adders are shown in Fig. 1. Although they all pesumusing theC,,,; signal as an input, which produces an un-
form the same function, their styles of generating the intermeanted additional delay. The other adder cells try to balance the
diate nodes and the outputs are different, the loads on the inpggmeration of both signals.
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Fig. 2. The adder cell divided into three main modules.
It is clear, from an analytical perspective, that CPL is not a @) (b)

good candidate for low power due its high transistor count, its
high switching activity of intermediate nodes, and overloading

of its inputs. But, it is shown, through simulation, that CPL is P [:é Dl’
better than CMOS for the studied circuit conditions [7]. So both [ T
circuits will be considered for comparison in this paper. Lertd
It is worth mentioning, that the full adders, TG-CMOS, TFA, ’_”i E
and 14T have the advantages of lower-transistor count, lowe! U
loading of the inputs and intermediate nodes, and balanced ger &3
eration ofsumandC,,; signals. These full adders have better H
performance than CMOS and CPL ones. —F._a_rﬂ
The full-adder cell equations can be written as i
|

sum =H®Cypy=H-C|_ +H -Cy
Cout =4 -H' +Cy - H
(c) (d) (e)
where H is the half sum(A @ B). It is clear thatH and its _ - , ,
complementd’ are the I?;(y variab)les in both adder equations. 'I:fg' 3. Five different designs of the first module.
the generation off and H' is optimized, this could greatly en-
hance the performance of the full-adder cell. A special modutiesign is used in TFA. Design Fig. 3(c) is the one presented in
should be dedicated to the generation of these two signals. A8} and used by [6] to build 14T. It uses only six transistors. De-
other module is needed to generate the sum using/’ and sign Fig. 3(d) has eight transistors, it uses the sx@Rdesign
Ciu. Athird module is needed to generdtg,; givenH, H’, A, as in design Fig. 3(c), and the four transist&i$ORdesign [9]
andC},. Dividing the full adder in this way enables the analysigp generatédd andH’ simultaneously. Design Fig. 3(e) is sim-
enhancement, optimization, and testing of each module sefar to design Fig. 3(b) and has ten transistors.
rately [8]. A block diagram of the full-adder cell and its building The layouts of all these designs are prototyped in Q:35
blocks is shown in Fig. 2. CMOS technology, and simulated using Hspice [10] with level
13 BSIM transistor models.
IV. ANALYSIS OF THE FULL ADDER MODULES 2) Trgnsistor . Siziqg:Si;ing of the transistors. for this
module is done in an iterative manner by the following steps.

A. First Module 1) Set all the transistors\{ and ) to the minimum size.

1) Design Options:The first module is required to generate 2) Simulate the circuit with all possible input-pattern-to-
both thexor andxNOR functions. One way of doing this is to input-pattern transitions (16 transitions).
generate th&oR function, then use an inverter to generate the 3) Figure the transition with the highest delay ©r H’),
XNOR function. Another option is to try to generate both of them and mark the transistors that are involved.
simultaneously, but generally more transistors will be needed. 4) Size one of the transistors in this critical path.

Five different designs of the first module are shown in Fig. 3, 5) Repeat Steps 2), 3), and 4) until the power-delay product
designs Fig. 3(a)—(c) use the first option, while the rest use the for the cell continues to increase.
second option. A minimum of six transistors are used (the least6) Record the transistor sizes corresponding to the minimum
known to the authors), while maximum of ten transistors is im- power-delay product.
posed because it is believed that designs with more than thidhis methodology guarantees that only the right transistors
figure will not be competitive for low power. Design Fig. 3(a)Xthe ones in the critical path) are sized, and in a proper way.
is composed of two-transmission gates and three inverters. INe oversizing or undersizing will be incurred, which makes it
the one used by TG-CMOS. Design Fig. 3(b) uses eight tramptimal for power-delay product performance. Although, this is
sistors and is based on the transmission function theory. Thisengthy process, it is guaranteed to give excellent transistor
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TABLE | I’
SIMULATION RESULTS FORFIVE DIFFERENT LDO_DO, T .
DESIGNS OF THEFIRST MODULE Xot/Xnor / E : : f
Va I—i H H l_ 5
Fig.3 | Tr. # Power (¢* W) Delay (e sec) Pwr*Dly B—-DO—[>O— I g F L
A 10 0.2883 1.1720 0.3320 H’
B 8 0.1869 0.9753 0.1822 Fig. 4. Circuit structure used for simulating the first module.
C 6 0.1664 0.9599 0.1597
D 8 0.1494 0.6879 0.1027
E 10 0.3622 0.7437 0.2693

sizing results, especially for small circuits. Following the same "]
methodology with larger circuits will take much longer time. Pl
Taking for example, the circuit of Fig. 3(a), Step 1) isto set all

transistors to minimum siz¢$l” = 3). Step 2) is to simulate the ] P | oo
circuit with all the 16-input transitions. In Step 3), the highest ks PSS S S S W WY
delay (1.695¢~1° s) is found to be associated with the transi-
tion [( A, B): from (0,1) to (0,0)] at the?’ output. The power is
0.225¢~* Watts, thus giving an initial power-delay product of
0.3814¢~1* Watts-s. Ty, T5, T, andTy are the active transis-
tors in this highest-delay transition. In step 4), transi&tgiis Fig. 5.
chosen for sizing. In Step 5), a new iteration, starting from the
Z'TUIa.“Ofn pa(;t of Etep? ),lez)nltlate(;j.. NOW’ Step 3), dthg ?}'g::ecs:hrrent (sneak paths from previous driving stage output still

€lay 1s foun to bd.634c™ 7 s and It Is associated with t eexist, which is present in all other designs, as well). It has
transition [ A, B): from (0,0) to (0,1)] at theHd’ output also. incomplete voltage swing atf when (4 — 0, B = 0) and
The power and power-delay product &&29¢—* Watts and '

4 . incomplete voltage swing &’ when (4 = 1, B = 1) which
0.3787¢ 14 Watts- s, respectively. Transistots,, T, Ts, and P g 9 @ . )
L o . .. account for less dynamic power consumption at those nodes.
T are active in this new transition, afidg is chosen for sizing

| . . _ - Also, it has less load capacitance at ndflgsince it is drivin
in Step 4). This procedure is repeated until no more sizing ¢ P “ g

: ) "9 CRllver loads than all other designs, which provides additional
make any improvements. The results for this module, which are

listed in Table I, are obtained after 34 iterations. Savings in dynamic power. The disadvantage is that it may

. . . not be suitable for VLSI circuits with low voltage supply, as
3) Input Patterns and Output LoadingThe input signalsi the incomplete voltage swing is not desirable in such circuits

andB are designed to produce all the different transitions fro ]. Design Fig. 3(c) comes second, although it has the lowest

an input pattern to another (for example: 00 to 00, 00 to 0 ransistor count. It has more capacitive load at fiienode

00 to 10, and so on). A finite input patter with 16—clock SYavith high-switching activity and one inverter that introduces

cles that has all the transitions is developed. Having a ﬁnigﬁort circuit power component. These two reasons account
input pattern is an important supporting factor in the above-dg-

) . . o or consuming a little more power than expected. It has an
scribed iterative methodology. The Hspice inpdtsind B are incomplete svging at thel nodg for the input Sattem%l( -0
defined as piecewise-linear signals with rise and fall times eqlﬁ? — (). Design Fig. 3(b) comes next due to having,low
to 10% of the duty cycle of the fastest input. These inputs are g [pacitive loads at its circuit nodes. Designs Fig. 3(a) and (e)
plied through buffers (two cascaded inverters), which then Ioaﬁﬁ%

) . L . ve ten transistors each, which account for having more power
the first module with more realistic inputs regarding slope an .
. an the other designs.
driving strength.

Th f the f dul qe 4 H wil Considering delay, it is clear that the designs that generate
€ Ol,JtpUtS of the first module (r_wo » an )_W' H andH’ simultaneously are superior. Eliminating the inverter
load the inputs of the second and third modules. This load

X s ffom the critical path account for the speed gain. Finally re-

composed of gates and sources/drains of transmission g ding the power-delay product as expected, design Fig. 3(d)
The average load is calculated from the actual designs used;i9he pest. Some example waveforms for the inputs and outputs
the second and third modules. Bath and H’ have to drive f the first module are shown in Fig. 5.
an average load of three transistor gates and one transistqu)esignS with the same number of transistors exhibit dif-
source/drain, so the load is set to this average. An illustrationfatent power consumption figures. Depending on the physical
the circuit used to simulate the first module is shown in Fig. 4onnections of each design, different capacitances are formed

4) Simulation ResultsThe results of the simulation ateach of the internal nodes leading to different dynamic power
are shown in Table |. Regarding power consumption, desigtmponents. Also, if the design uses more number of inverters
Fig. 3(d) is the best, although it does not have the least-transistqsrobably ends with more power consumption; due to more
count. It has no internal direct path between the power supglort circuit power component and increased capacitances at
and the ground rails, which eliminates direct short circuiheir input gates.

)

[
I

volga iy

Example waveforms for the first module.
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H TABLE 1
C 43 SIMULATION RESULTS FORFOUR DIFFERENT
o DESIGNS OF THESECOND MODULE
H 3 S .
1 o Fig.6 | Tr.# | Power(e¢* W) | Delay (¢ sec) | Pwr*Dly
—{ A 6 0.3319 0.5545 0.2256
5 B 4 0.1678 0.4604 0.0465
C 6 0.2353 0.5246 0.1497
b

®) D 5 0.1740 0.4709 0.0737

S Y

Cin—
CL H— 3 Cnur
L
A
LT3
Fig. 7. The only adopted design for the third module.
(© ()
TABLE I
Fig. 6. Four different designs for the second module. SIMULATION RESULTS FOR THETHIRD MODULE

Fig. 7 Tr.# | Power (e* W) | Delay (e''sec) | Pwr*Dly
4 .0.170 0.443 0.0753

B. Second Module

This module is required to generate thengiven the inputs
H, H’ (generated by the first module) add,,. It is an XorR
function too, so most of the designs given here are the sa
ones used in the first module. An important requirement of th Sd
module is to provide enough driving power to the following
gates. Four different designs of the second module are shownThird Module
in Fig. 6. Design Fig. 6(a) uses the four-transiskidtOR de-
sign [9], followed by an inverter. It usd$ andC;, only to gen-
erate thesum it is the only design that does not neHd as an
input (lessH’ capacitance). Design Fig. 6(b) is the transmi
sion function implementation of thé¢ORgate, it does not need
inverters since bottH and H’ are available. Design Fig. 6(c)
generatesum’ using the transmission function implementatio . o
of thexNOR function, then uses an inverter to generatesting or B), or Ci‘_“ according to the value off. |t Seems that it is
This is primarily for providing more driving capability for thethe only design known so far to generdig,, using only four

sumsignal, but this leads to increasing the transistor count ttrfn&stors, given these inputs. Other designs will need the com-

six [same as design Fig. 6(a)]. Finally design Fig. 6(d) uses fivh ement Ofci’?; I.€., two more .tranS|storls, W.h'Ch wil gnd up
transistors to generate tsam[11]. with six transistors. Other designs require eight transistors. So

The inputs of this module are driven by the outputs of thi was decided to use only this design for the third module. It is

: e . : S own_in Fig. 7 and its simulat?on results are shown i_n Tablg Il
first module @ and H’), which may not be clean signals for_‘lj_‘he driving power of the,, signal depends on the input sig-

some cells. Therefore, for trying to achieve accurate simul ) : i .
tion results, it was decided to use these actual outputs to drf IsA andqn, since either of them .W'I.I pass. Also, it depends
the transistor sizes of the transmission gates usediiC;,

the module’s inputs. The results of the simulation are shown ) . . .
Table II. are outputs of a previous cascaded adder cell, these signals will

Design Fig. 6(b) has the lowest average power consumpti%‘?c?/ and conseq;egt{y mh“f[r?'ggal W'" _Iacl_< dr|_\;|ngr|?ower.l tch
since it is the only design that has no ground- or power-supp f It1S recommended o use this design in circurts where a fate

rails (no short-circuit current), and has the lowest transist8
count. Design Fig. 6(d) comes next, with a slight difference.
Design Fig. 6(c) is ranked third and design Fig. 6(a) comes last
as expected due to having an inverter and more transistor counffwenty different adder cells can be built (most of them are
but they have the besumoutput signal. For designs Fig. 6(b)novel circuits) using the various designs of each module. The
and (d), thesum output signals are fairly good, but are nofollowing convention will be used for naming the adder cells.
expected to drive bigger loads. They can be used efficiently Am adder cell will be referred to by two letters, the first letter
designs where the adder cell is followed by a buffer or a latctienotes the first module design shown in Fig. 3, and the second
Their delays are also less than the inverted output designs, teteer denotes the second module design shown in Fig. 6. Two

to having one-less stage (no inverter). They have outstanding
er-delay product, which makes them perfect for low-power
high-performance designs.

The third module is required to generd#tg,;, givenH, H’,
A (or B) andCy, as inputs. An important requirement, same
7@3 the second module, is to provide enough driving power for
oading the following gates. All commonly used adders, as well
as the new designs shown in [4] and [9] use the same approach
Iﬁo generate th€’,,;, which is a multiplexer passing eithe,

a buffer follows the adder cell’s outputs.

V. BUILDING THE 1-BIT FULL ADDER CELLS
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Ci, 2 CO x5/a_12_2 GND 3.0fF CO x5/a_12_2 GND 3.0fF
C1 x4/a_12_7 GND 3.0fF C1 x4/a_12_2 GND 3.0fF
H T* 5 um C2clk GND 11.1F C2 clkbar GND 11.1fF
C3x3/a_12_2 GND 3.0fF C3 x3/a_12_2 GND 3.0fF
C4 x1/Cout GND 3.6fF C4 x1/Cin GND 5.4fF
C5x1/a_108_39 GND 3.0fF (5 x1/Hb GND 5.9fF
Cell AB C6 x1/a_7_8 GND 3.2{F C6 x1/a_8_13 GND 3.1fF
C7 x1/Hb GND 3.2fF C7 x1/A GND 7.5fF
C8 x1/B GND 9.0fF C8 x1/B GND 4.9fF
C9 x1/H GND 12.5fF C9 x1/H GND 10.0fF
C10 x1/A GND 4.2fF C10 x2/a_12_7 GND 3.0fF
C11 x1/Cin GND 6.6fF C11 x1/Cout GND 4.1fF
C12 x2/a_12_2 GND 3.0fF C12 Vdd GND 2.2fF
C13 clkbar GND 11.2fF C13 x0/a_12_7 GND 3.0fF
C14 Vdd GND 2.8fF C14 x1/S GND 3.1fF
C15 x0/a_12_7 GND 3.0fF C15 clk GND 11.0fF
C16 x1/S GND 3.1fF
Fig. 9. Portion of Hspice files for two-adder cells.
Cell CC — rrRT— - S — -
' ) tam

q=

Fig. 8. Two examples of full adder cells.

=
-
=

of these cells are shown in Fig. 8, as an example. The first l
one is cell AB (uses designs Figs. 3(a), 6(b), and 7). While the |
second is cell CC. The selected adder cells have a range from !
14-20 transistors. Cell CB is the only design with 14 transis- |
tors. It is in fact the fourteen-transistors adder cell shown in !
Fig. 1. Another combination of designs forms the transmission »
function full adder shown in Fig. 1: cell BB. Full-adder cells ) =
with a maximum of 20 transistors are also formed, such as ce';!
AA, AC, EA, and EC. All the other adder cells have transistor
counts ranging from 15-19 transistors. This is a good range for

comparison between different designs of adder cells targeting>€ll AA has more capacitance at inpfithan the capacitance
low-power consumption, and low-power-delay product. A totat input A, while cell BB has the reverse situation. An input
of 23 adders, the 20 new adders, and the TG-CMOS, CMOS, dt@jtern having higher frequency at inplithan at inputB will

CPL adders, have been designed and prototyped. Each addel&8d to an unfair comparison. While another input pattern having
hibits its own figures for power consumption, delay, area, aftigher frequency at inpuB will be unfair too. In addition, an
driving capability. The transistor count for adders used in thigput pattern with the high frequency at both inputs will not
paper is much less than the ones used in [11], which range fr6@+S€ much switching at the cell’s intermediate nodes. A good

24-48 transistors and the ones used in [12], which range frdput pattern for comparing power consumption of adder cells
26-54 transistors. should alternate the high frequency at the input and intermediate

nodes. A good example is the concatenation of the four patterns,
as shown in Fig. 10.

Regarding speed, the input patterns should have all the re-
quired input-pattern-to-input-pattern transitions. In the case of
To compare these cells, input patterns that fairly test all thieree inputs 4, B, andCy,), a total of 64 different transitions
cases should be applied. An input pattern, which maximizes tkeist. The delay of the cell should be measured for each of these
power consumption for a given cell, could exhibit less powd4 transitions. The input pattern used for the simulation process
for another, while another input pattern could have the revelisea concatenation of the four-input patterns shown in Fig. 10,
situation due to different distribution of capacitances in bothlus the 64 transitions. Again this will produce a finite input pat-
circuits. For example, Fig. 9 shows a portion of the SPICE filaern, which will be beneficial for our iterative transistor sizing

generated for two different adder cells: AA and BB. methodology.

Fi“_J
r__l
=
.

L T

-
: l

a. 10. Input patterns used to evaluate the performance of the 23—adder cells.

VI. PERFORMANCE EVALUATION
A. Input Patterns
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A H i adders that use full-adder cells as the building block, a cascade
FA of full-adder cells is usually utilized. In such cases, the driving
B con [ LS power of the adder cell is a must in order to provide the next
C. H N cell with clean inputs. The second-circuit structure used to com-
Clk pare the adder cells is based on this concept and is illustrated

in Fig. 11(b). A cascade of four-adder cells is utilized, the in-
puts are fed from buffers (two cascaded inverters) to give more
realistic signals and the outputs are loaded with buffers to give
proper loading conditions. Full-adder cells that perform well re-

Q
= N

(a)

A—DO—DO— — — 5“‘”-{>°-[>°— garding the first structure, may not do so for the second due to
B_{>o_{>o_ FA FA FA FA |Cy the difference in the requirements of both.
C, Cell I Cell I Cell I Cell
E [: C. First Circuit Structure Simulation Results
() The simulation results for the 23 full-adder cells using the
first-circuit structure are shown in Table IV. Results are sorted
Fig. 11. Circuit structures used for simulation of FA cells. by low-power consumption. The values of power shown are for

the adder cell only, i.e., excluding the power consumed by the

Iﬁtches. Also, the delay values are measured from the moment
e clock reaches the adder inputs till the latest ofsin@and

C.ue Values reaches the output latches. These results show, that

the designs that exhibit the lowest-power consumption for the

1) Set the transistor sizes to the ones obtained while sizifigt and second modules [Fig. 3(d), and Fig. 6(b)] when com-

The transistor-sizing methodology is similar to the one us
in sizing the individual modules and is described in the fo
lowing steps:

the module itself. bined together give the cell with the lowest-power consumption.
2) Simulate the circuit with the above-described input paBut cells following in the ranking are not sorted by performance
tern. of individual module designs presented in Tables I-lIl. Designs
3) Figure the transition with the highest delayimor Cowt) - Fig. 3(b)—(d), and Fig. 6(b) and (d) are good candidates for
and mark the transistors that are involved. low-power full-adder cells. Results show that some adder cells
4) Size one of the transistors in this critical path. outperform existing standard implementations; two new cells
5) Repeat steps 2, 3, and 4 until the power-delay product@ftperform 14T (CB), three new cells outperform TFA (BB),
the cell continues to increase. and seven new cells outperform TG-CMOS cell. While CMOS
6) Record the transistor sizes corresponding to the minimuAd CPL show at the end of the table. The best cell (DB) con-
power-delay product. sumes 14% less power than CB, 15% less power than BB, and

The effort spent in this process is reduced by sizing the ig5% less than TG-CMOS. Cell DB and its simulation wave-

dividual modules first and by the proper selection of the load@rms are shown in Fig. 12. Cells using design Fig. 6(c) have
used to test the individual modules. These two factors helpap average power consumption performance, while providing a
reduce the number of iterations considerably. The number of@lean-sum-output signal.
erations to reach a satisfactory power-delay product varies fronit is shown that the ranking is not necessarily related to the
one adder cell to another. And the final transistor sizes, even feansistor count. But this happens only to a certain extent; adder
the same module, vary from one cell to another. cells with higher-transistor count occupy the bottom of the table.
The authors believe that the distribution and magnitude of the
capacitances found in the circuit are a good measure of the
power consumption. But for larger designs it is hard to use this
The choice of the circuit structures for simulating the add@neasure. The transistor count and their activity factors provide
cells is made based on the use of the adder cell in bigger straggood heuristic measure in this case. It should be pointed out
tures. Examples of bigger structures are pipelined multiplietdat these results are for a 3.3 Volts power supply. When the
regular multipliers, and binary adders. In pipelined multiplierpower-supply voltage is reduced, other factors may play a role
one pipeline stage consists of full-adder cells working in paralligl changing the ranking of the adder cells. For example, having
followed by latches [13]-[15]. The full-adder cell is the nucleugicomplete voltage swing at some internal nodes may lead to a
of such applications and its performance determines the overgihstant current drain, which in turn increases the power con-
performance of the system. So the first structure for simulatissmption of the cell than usual [11].
is based on those applications and it is illustrated in Fig. 11(a).The same results are sorted by speed and presented in
The inputs are fed to the adder cells from latches and the outpliédble V. The cell with the lowest-delay value is cell ED.
are latched ¢?°MOS noninverting latches). Full-adder cells inDesigns Fig. 3(d), (e) and Fig. 6(b) and (d) are good candidates
such structures need not to have high-driving power, or evéar high-speed adder cells. Six cells outperform 14T, eight cells
have full-swing outputs since the latches will act as a buffeutperform TFA, and nine cells outperform TG-CMOS. Cell
between adjacent pipeline stages and will pull up or down aBp is 13% faster than 14T, 17% faster than TFA, and 26%
nonfull swing or weak signals. In regular multipliers and binarfaster than TG-CMOS. It is worth to note that generatitig

B. Simulation Circuit Structures
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TABLE IV

% Ci, __1'.)_3 SIMULATION RESULTS FOR THE23 FA CELLS
SORTED BY POWER CONSUMPTION
6 *1u —F i1 - ~ = -
Cell I'r. # Power (¢ W) Delay (¢ sec) Pwr*Dly
o] DB 16 0.569 1.499 0.853
—1[4 DD 17 0.590 1.581 0.923
il CB 14 0.661 1.661 1.098
—d[5 BD 17 0.665 1.712 1.138
H BB 16 0.670 1.752 1.174
ESE CD 15 0.688 1.650 1.135
3 5 BC 18 0.731 2.172 1.588
(@ EB 18 0.743 1.488 1.106
AB 18 0.749 1.763 1.320
TG-CMOS | 20 0.759 1.964 1.490
M 1 i} {7 1 AD 19 0.762 1.689 1.287
A N e d \___d . ED 19 0.787 1.448 1.140
ks EC 20 0.802 1.595 1.280
B L cc 16 0.809 2.380 1.925
""""""""" _ : I AC 20 0.840 2.016 1693
] ] DA 18 0.840 3.374 2.834
Cin . S
BA 18 0.865 2.152 1.861
A U R DC 18 0.924 3.349 3.094
Si L LS Aot AA 20 0.962 2.257 2171
’-1\ {"“‘i’f"*‘ r*'“\" i""“l{ EA 20 1.022 2.289 2.340
\Cout o 1 ! \ CA 16 1.047 2.896 3.082
T CMOS 28 1.641 2.273 3.730
(b) CPL 32 2.797 4.474 12.514
Fig. 12. Cell DB transistor circuit and waveforms.
TABLE V
SIMULATION RESULTS FOR THE23 FA CELLS SORTED BY DELAY
and H' simultaneously in the first module tends to give better — Te.# | Power(@'W) | Delay (¢"scc) | Product
per_formance results; the best five cells regarding speed use thr—— 19 0787 1448 1140
option. . EB 18 0.743 1.488 1.106
Considering the power-delay product, which is a compro-
mise between speed and power consumption; two cells outper DB 16 0.569 1499 0.853
form 14T, six cells outperform TFA, and nine cells outperform D 17 0.590 1581 0.933
TG-CMOS, Tables IV and V. EC 20 0.802 1.595 1.280
Driving power of the cells was not effectively tested by this ___CP 15 0.688 1.650 1.135
circuit structure and this is the main reason that a second onc__ CB 14 0.661 1.661 1.098
is introduced. Downsizing of transistors regarding the first-cir- AD 19 0.762 1.689 1.287
cuit structure is a recommended choice for targeting low-power  BD 17 0.665 1712 1.138
adder cells, since eventually the latches will take care of en- BB 16 0.670 1,752 1.174
hancing the signal strength and swing. AB 18 0.749 1.763 1.320
TG-CMOS | 20 0.759 1.964 1.490
D. Second Circuit Structure Simulation Results AC 20 0.840 5016 1693
For applications using a cascade of full-adder cells, driving BA 18 0.865 2.152 1.861
power of the cell is a must. One or more of the following ways BC 18 0.731 2172 1.588
can enhance driving power: AA 20 0.962 2067 2171
1) Extra sizing of cell’s transistors. CMOS 28 1.641 2.273 3.730
2) Inserting buffers after each cell, or after every other cell EA 20 1.022 2289 2.340
to enhance weak signals. co 16 0.809 2380 1.925
3) Using adder g:ells with buffered outputs (sum arigd,; CA 16 1047 > 896 3.032
are output of |_nverter§). . - DC 18 0.924 3.349 3.094
In order for the first option to provide acceptable driving
power, major transistor sizing is needed for the adder cells pre- DA 18 0.840 3.374 2834
sented in this paper, which are based on transmission gates, pa cPL 32 2.797 4.474 12.514
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transistors, and the four-transistors implementatioxas and TABLE VI
XNOR. It is more efficient, from power consumption point of EFFECTIVE INCREASE IN THE TRANSISTOR COUNT OF
. . . . . FA CELLS DUE TO BUFFERINSERTION
view, to increase the transistor count using the second or third
Option than to have huQe transistors. Cells Effective increase in tr#
The second option is used to simulate selected adder cells x5 Ba. CA. DA. EA AC, BC. CC. DC, EC 5

from the 23-cell library. Buffers are inserted wherever the signal
is weak. Each of the designs of the second and third module neec
separate investigation regarding its signal strength, which is fed

to the next cell. After examining the output signals of each of TABLE VI

these designs, the following strategy is used for inserting buffers ~SIMULATION RESULTS FOR THESELECTED FA CELLS SORTED BY
POWER CONSUMPTION (THE TRANSISTOR COUNT INCLUDES

AB, BB, CB, DB, EB AD, BD, CD, DD, ED 4

after thesumsignal: THE USED BUFFERSWITH EACH CELL)
1) Adder cells using design Fig. 6(a) and (c) and do not need
any Change Cell Tr.# | Power (¢ W) Delay (¢ sec) Pwr*DIy
2) Adder cells using designs Fig. 6(b) and (d) need a buffer __ DB 20 4.296 8.759 37.62
after every other cell to enhance themsignal. This is cB 18 4.341 9.175 39.82
equivalent to increasing the cell’s transistor count by two. DD 21 4.364 11.09 48.39
While for the C,; signal provided by the mux shown in BB 20 4.625 9.743 45.06
Fllg. 7, a bufferlls needr?d 6|1|f’ter every other cell. This is ecl]uw- BC 20 4634 0654 4473
alent to increasing each cell's transistor _count by two. Table VI D > 4983 9.606 1786
shows the effective increase in the transistor count for each cell
using this method EB 22 5.014 10.88 54.55
The following cells are selected for simulation: EC 22 5.159 7116 36.71
TG-CMOS | 24 5.307 9.966 52.889
1) Cells 14T, TFA, COMS, CPL, and TG-CMOS as standard
reference cells CMOS 28 10.23 7.817 79.96
2) Cells DB and DD for expected low-power performance. CPL 32 1412 9.979 140.9

3) Cell ED and EB for expected speed performance.

4) Cells EC and BC for expected high-driving power. TABLE VIl

Simulation results of the selected cells are shown in Table VII, SmuLaTion RESULTS FOR THESELECTED FA CELLS SORTED BY SPEED
which are sorted by power consumption. The power Consumﬁ[HE TRANSISTORCOUNT INCLUDES THE USED BUFFERSWITH EACH CELL)
tion value is for the four cascaded adder cells, in addition to the

intermediate buffers. While the delay is measured from the mo- — " fr.# | Power (W) | Delay(sec) | Pur'Dly
ment the inputs are applied to the first cell, until the latest of the EC 22 5.159 7116 36.71
sumandC,, signals of the fourth cell is produced. CMOs 28 10.23 7.817 79.96
As expected, cell DB is still the best regarding power con- DB 20 4.296 8.759 37.62
sumption, while cell DD is still good as well; 14T is also su- CB 18 4.341 9.175 39.82
perior. Cells using design Fig. 6(b), or Fig. 6(d) provide good ED 23 4.083 9,606 47 86
cgndidates for Iow—_power applications. They also produce good BC 20 2634 9.654 1473
signals and have high speed. TG-CMOS, CMOS, and CPL have
the worst power performance regarding this circuit structure. BB 20 4.625 9.743 48.06
The same results are sorted by speed and shown in Table VIIl. TG-CMOS | 24 5.307 9.966 52.889
Cell EB, that was expected to offer high-speed performance, _ CPt 32 14.12 9.979 140.9
failed to do so. Cell EC is the best, this is because there are  EB 22 5.014 10.88 54.55
no added buffer delays in tteumsignal critical path, as most DD 21 4.364 11.09 48.39

other cells have. This shows the effectiveness of using buffered
outputs cells in cascaded structures, since they provide clean
outputs. VII. CONCLUSION

This leads us to the third option discussed earlier, which is oy extensive performance analysis of 1-bit full-adder cells
using adder cells witsumandCs.,; signals produced from in- has peen presented. The adder cell has been divided into
verters. The only design used to gener@tg; in Fig. 7 is not three constituting modules. Different designs for each of these
buffered. If C5,,; is generated, followed by an inverter to geinodules have been implemented, simulated, analyzed, and
Cous, A, A, andC; signals will be needed. This technique willcompared. Twenty full-adder cells (most of them are novel
add four-six transistors to the cells discussed in this paper, whigifcuits) are formed from combinations of these modules. Each
is greater than the option of adding intermediate buffefat@. adder cell exhibits its own figures of power consumption, delay,
So the authors believe that adding intermediate buffers is theea, and driving power. Adder cells are implemented and
best solution for cascading adder cells discussed in this papsimulated using two different circuit structures in which they
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are commonly used. Performance of adder cells regarding Ahmed M. Shams(M'98) received the B.S. degree

first-circuit structure is different from their performance in the from the Department of Computer Science and
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are ranked, based on simulation results, according to pov
consumption, delay, and power delay product for each of t
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adder cells that satisfy their system design requirements. An
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analysis is presented of how to increase the driving power of
adder cells and the most suitable method for adders presented
in this paper; which is intermediate buffer insertion employed

during the simulation of the second circuit structure.

From the previous analysis of adder cells, it is concluded th
there is no perfect adder cell that can be used by all types of
plications. Design constraints enforced by each application pi
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on these requirements designers can choose an adder cell
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