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We study cloud-storage systems with a very large number of files stored in a very large number of servers.
In such systems, files are either replicated or coded to ensure reliability, i.e., to guarantee file recovery from
server failures. This redundancy in storage can further be exploited to improve system performance (mean
file access delay) through appropriate load-balancing (routing) schemes. However, it is unclear whether cod-
ing or replication is better from a system performance perspective since the corresponding queueing analysis
of such systems is, in general, quite difficult except for the trivial case when the system load asymptotically
tends to zero. Here, we study the more difficult case where the system load is not asymptotically zero. Using
the fact that the system size is large, we obtain a mean-field limit for the steady-state distribution of the
number of file access requests waiting at each server. We then use the mean-field limit to show that, for a
given storage capacity per file, coding strictly outperforms replication at all traffic loads while improving
reliability. Further, the factor by which the performance improves in the heavy-traffic is at least as large as
in the light-traffic case. Finally, we validate these results through extensive simulations.

CCS Concepts: *Networks — Network performance evaluation;*Information Storage Systems —
Information storage technologies;

Additional Key Words and Phrases: Cloud storage systems, load-balancing, file coding, mean-field-analysis,
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1. INTRODUCTION

Data centers with a huge numbers of servers are used by many modern companies
to serve their storage and computational needs. In this paper, we focus on the stor-
age component of data centers. Consider a company like Facebook which stores a very
large number of files, such as pictures, videos, etc., in a very large number of servers.
Requests for downloading files arrive at the server, and the goal is to serve these re-
quests with as little delay as possible. Additionally, for reliability purposes, each file
is stored in multiple servers, using either simple replication or coding, to ensure that
data is not lost even when some servers suffer from failures. The goal of this paper is to
understand how this redundancy can be exploited to reduce the mean file access delay.
In particular, we are interested in understanding whether coding always outperforms
replication in terms of mean file access delay, under the same storage requirements.
To illustrate the difference between coding and replication, let us first consider the
replication scheme. Suppose that each file is replicated in two servers, and assume
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that the time to download a file from a server is exponentially distributed with mean
1 and is independent across servers. Suppose that the load-balancing policy is to route
an arriving request to server with the smallest queue length (i.e., the server with the
smallest number of waiting requests). If the arrival rate of file download requests is
very small, then the queue lengths (i.e., the number of requests awaiting service) at
each server will be close to zero and therefore, an arriving request can be routed at
random to any server containing the file. In this case, it is clear that the mean file
access delay is just 1.

Next, let us consider the coding case. In particular, assume that the file is coded
into 4 chunks, where the size of each chunk is half the size of the original file, and
further the code is such that the file can be recovered from any two chunks. This can be
achieved via Maximum Distance Separable (MDS) codes (e.g., [Lin and Costello 2004])
with parameters (4, 2), where the file is partitioned into two equal-size chunks A; and
As, and the coded chunks A;, Ay, A1 + Az and A; + 2A, (the “+” operation is performed
over an appropriate finite field) are stored in 4 different servers, respectively. Since
each chunk is half the size of the original file, we assume that the amount of time
required to download a chunk from a server is exponential with mean 1/2. The natural
load-balancing policy in this case is to choose the two least loaded of the four servers
containing the file, and route an arriving request for the file to these two servers.
Again, if the arrival rate of file download requests is close to zero, then all queue
lengths will be close to zero and each arriving request can be routed to any two servers
containing the file. Since we need both servers to complete serving the chunks that
they contain, the mean file access delay is given by E[max(X;, X3)], where X; and X,
are i.i.d. exponential random variables with mean 1/2. A straightforward calculation
shows that this delay is equal to 0.75. Thus, it is quite clear that the mean file access
delay is improved by 25% under coding compared with replication when the arrival
rate is asymptotically negligible. However, it is unclear whether such a result extends
to the case of non-zero request arrival rates. In such a case, queueing effects cannot be
ignored. This poses significant challenges for the delay analysis. The main purpose of
this paper is to address this open and difficult problem. Our contributions in this work
can be summarized as follows:

e We first present a model of storage, routing, and file access in very large data
centers. The interesting aspect of the model is that individual files become irrelevant,
and the system can be viewed as a queueing model with a very large number of servers,
thus facilitating the so-called mean-field analysis.

e Next, we carry out the mean-field analysis of the queueing system under both
coding and replication, and derive their analytical expressions whose solutions yield
the steady-state queue length distribution of each queue.

e Then, we utilize the mean-field-limit to show that coding strictly outperforms repli-
cation in terms of mean file access delay under the same storage requirements in the
case of exponential file downloading time. We further characterize the improvement
factor in the heavy-traffic regime, which is at least as large as that in the light-traffic
regime. To the best of our knowledge, this is the first analytical result in the area
of mean-field analysis that deals with the expected job delay rather than the expected
task delay, where a job corresponds to a file access request containing a certain number
of tasks (chunk downloading requests) depending on the coding scheme.

¢ Finally, we perform extensive simulations to validate our results, where we also
study various service distributions, and more than one load-balancing scheme.

While this work is built upon our INFOCOM’2016 paper [Li et al. 2016], the follow-
ing contributions are new: (1) We show that the asymptotic independence assumption
for the mean field analysis holds in a specific file placement mechanism. However, ow-
ing to space limitations, we only provide the proof in our technical report [Li et al.
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2017, Section IV]; (2) We include the detailed proofs of several key results which were
not included in [Li et al. 2016].

2. SYSTEM MODEL

File storage scheme: We consider a cloud storage system with L servers, each of
which stores a very large number of different types of files. Each file is stored using
the Maximum Distance Separable (MDS) code with parameters (n, %) (see [Lin and
Costello 2004]), i.e., each file is encoded into n chunks of equal size stored at different
servers, one for each server, and any k out of the n chunks are sufficient to recover the
entire file. Since the storage space consumed at each server is 1/k of the size of the file,
we assume that the time required for downloading data chunks are i.i.d. exponentially
distributed with mean of 1/k. Note that the (n, 1) code corresponds to the replication
case, where each file is replicated at n different servers and thus we can download the
desired file from any one of these n servers with exponential downloading time with
mean 1.

Fig. 1(a) shows a small portion of the large storage system with (2,1) code, where
file A is stored in servers 1 and 2, and file B is stored in servers 3 and 4. In order to
download the file A, the scheduler can forward the file access request to either server 1
or server 2. Fig. 1(b) shows a part of the (4, 2) coded system, where file A is divided into
two equal-size halves A; and A,, and the coded chunks A;, Ay, A + A5, and Ay + 24,
are stored in four different servers, respectively. In order to access file A, the scheduler
needs to forward the file download request to any two of four servers. File A is obtained
only when these two download requests are processed, i.e., when we receive two chunks
of file A from two different servers.

server 1 server 2 server3 server 4 server 1 server 2 server3 server 4
A(| B A, | By
A A B B A | By A | B, + | + + | +
A, | B, 2A,| 2B,
Req A Req A Req B Req A Req B Req A Req B
Req A Req A Req B Req B Req A Req B Req A
Req B
scheduler
file requests file requests
(a) (2,1) code (b) (4,2) code

Fig. 1: A small portion of a storage system. The symbol inside the server box corre-
sponds to the file it stores. Each server maintains a queue for download requests for
the files it stores.

Arrival process: Recall that each file is stored in n servers under the (n, k) code.
Thus, there are a total of (ﬁ) subsets of servers where a file could be stored. We assume

that there are only I = Q(L?) files in the system and I is an increasing function of
L. These I files are stored such that the load on each server is approximately the
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same. Thus, we can model the arrival process as follows: we assume that the arrival
process of file download requests is Poisson with total arrival rate of L)\, where \ €
(0,1). Further, each arrival requests a file uniformly at random from I files. Due to the
property of the Poisson processes, this ensures that the load of any subset of servers of
size n is independent with the same arrival rate.

Load-balancing algorithm: We assume that each server maintains a queue for
file download requests that desire to download the chunks stored at the server, and
processes these requests in the First-In-First-Out (FIFO) manner. Due to the MDS
storage coding scheme, any & out of the n chunks are enough to obtain the entire file.
Therefore, a natural load-balancing scheme is to forward an incoming file downloading
request to the k least-loaded servers among n servers containing the file. In queueing
theory jargon, upon job (file download request) arrival consisting of k tasks (data chunk
retrieval request), forward these & tasks to the k least-loaded servers among n servers
that can process this incoming job, one for each server. Each task processing time
(chunk downloading time) follows exponential distribution with mean 1/k. This load-
balancing scheme is similar to the well-known Batch Sampling (BS) (e.g., [Ousterhout
et al. 2013; Ying et al. 2015]). The main difference lies in that our considered load-
balancing scheme uniformly selects one location containing n servers among I = Q(L?)

rather than (i) different locations upon each job arrival, where a location refers to a

subset of servers with size of n in which a file is stored using (n, %) code and (ﬁ) is
much larger than I when n > 2. This is because there are only a total of I files in the
cloud storage system. Nevertheless, we still refer our load-balancing scheme as Batch
Sampling in the rest of the paper.

Here, we make a comment on the scenario that is being modeled in our paper and
some of the other prior works (e.g., [Shah et al. 2013; Vulimiri et al. 2013; Joshi et al.
2014; Chen et al. 2014; Liang and Kozat 2014; Sun et al. 2015]). Our work views the
problem from the point of view of storage service provider. On the other hand, the
previous works (e.g., [Shah et al. 2013; Vulimiri et al. 2013; Joshi et al. 2014; Chen
et al. 2014; Liang and Kozat 2014; Sun et al. 2015]) view the problem from the point
of view of a customer who uses a cloud storage system. Thus, in these other works, the
service time of a file is a complicated function of one’s own file size, the storage server’s
speed and the service provided to other customers. Thus, their assumptions regarding
service times can be quite different from ours.

Goal: It is quite obvious that coding can significantly improve system reliability
compared with replication. In this paper, we would like to investigate whether coding
also reduces file access delay under BS load-balancing algorithm. While we derive
queue length distributions for general (n, k) codes, we mainly compare the mean file
access delays of (nk,k) and (n, 1) (replication) codes!, both of which have the same
storage requirements, where k£ > 2. In particular, for the (nk, k) code, the file needs to
be subdivided into k£ chunks, each of which is 1/k-th the size of the original file. Coding
is then applied on these & chunks to obtain nk coded chunks. Here, it is worth pointing
out that none of existing works rigorously deal with the important and analytically
hard problem of characterizing the mean job delay performance of the load-balancing
schemes.

Let W"™" be the mean file access delay under the (n, k) code. We first consider a
trivial case, where the file request arrival rate is close to zero (also referred as the
light-traffic regime). In such a case, queue lengths under both (nk, k) and (n,1) codes

1f files are stored using (n, 1) code such that arrival loads on each server are the same, then these files can
also be stored using (nk, k) code to guarantee that arrival loads on each server are the same.
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are close to zero and thus the queueing effect can be ignored. Therefore, it is obvious

that W(n’l) = 1 under the replication scheme.
Under the (nk, k) code, we need to download & chunks from k different servers to
recover the entire file, and thus

W(nk"k) =E { max Xi] ,

i=1,2, k

where X, Vi, are i.i.d. with exponential distribution with mean 1/k. According to [Ross
2014], we have

FRR) H(k)’
k
where H(m) £ Y"1/l denotes m'" harmonic number. Thus, the (nk, k) code reduces
delay by 100(1 — H(k)/k)% compared with the (n,1) code in the light-traffic regime. In
order to get a sense of how much delay improvement in this case, we plot the delay
improvement percentage 100(1 — H(k)/k)% as a function of k. From Fig. 2, we can
observe that the delay improvement is 25% when k& = 2, 38.89% when k = 3, and the
relative improvement becomes marginal as k further increases.

70

62.96%
60} 59.17%

501

401 38.89%

30f

25.00%

Delay Improvement (%)

20

Fig. 2: Delay improvement under the (nk, k) code in the light-traffic regime (i.e., A | 0)

This interesting observation raises the following two natural questions in the mod-
erate and heavy traffic cases where the queueing effect cannot be ignored: (i) does the
(nk, k) code always outperform the (n, 1) code in terms of mean file access delay? (ii)
if it does, then how much performance improvement can it achieve? The goal of this
paper is to address these two open questions. In particular, we show that the (nk, k)
code always outperforms the (n, 1) code in terms of mean file access delay at all traffic
loads, and the improvement factor in the heavy-traffic regime is at least as large as in
the light-traffic regime.

3. MEAN-FIELD ANALYSIS

In this section, we will use mean-field analysis to study the mean file access delay
performance under the (n, k) code. The underlying assumptions behind the mean-field
analysis are validated in both our technical report [Li et al. 2017, Section IV] and
Section 4.
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Let QI(L) (t) be the length of the I'* queue at time t in a system with L queues. It is

easy to check that the queue-length process {Q(")()};>¢ is an irreducible and nonex-
plosive Markov chain. The following proposition further states that this Markov chain
is positive recurrent and hence has a unique steady-state distribution.

PROPOSITION 38.1. The Markov chain {QF)(t)};>¢ is positive recurrent. Moreover,
the mean steady-state queue-length is finite, i.e.,

L
@(L)
; l

where @;L) is steady-state queue length of the

< L+ (1)

(
E 2(1-X)’

I*" queue.

PROOF. We first consider a quadratic Lyapunov function and study its conditional
expected drift. Then, the desired result follows from the Foster-Lyapunov theorem.
Please see Appendix A for details. O

Due to the symmetry, all queues have the same steady-state distribution. Let

{m(,f )}mzo be the steady-state queue-length distribution of one queue, where E) de-

notes the probability that queue-length is exactly equal to m. Let PO > i

j=m
be the probability that queue-length is at least m. Note that séL) =1 and s is non-

L)

increasing with respect to m, i.e., 1 = séL) > sﬁL) > sé > ... > 0. In addition, we have

D iem 5§L) < o00,Ym=1,2,---. Indeed, according to Proposition 3.1, we have
> o < Yo [0 <00 vmz1
j=m j=1

where we use the fact that E[Z] = Y °_ Pr{Z > m} for any non-negative integer-
valued random variable Z.

In this paper, our goal is to investigate the mean file access delay performance un-
der the (n,k) code. In order to evaluate it accurately, it is important to obtain the
queue-length distribution, i.e., the distribution of number of waiting download re-
quests (queue-length) at each queue. However, queue lengths are correlated across
queues and their distribution is hard to obtain in a system with finite number of
queues. Fortunately, such correlations among queues become increasingly weak as the
number of servers increases. Indeed, as shown in our technical report [Li et al. 2017,
Section IV], any fixed number of queues become independent of each other as the num-
ber of servers goes to infinity, i.e., L — oo, under a particular file storage manner. In
such a case, the queue-length distribution can be exactly characterized. Such an anal-
ysis in the large-system limit is commonly referred as mean-field analysis. In addition,
a cloud storage system typically contains a very large number of servers, and there-
fore the mean-field analysis is sufficiently accurate, as will be demonstrated in Section
4 via simulations. However, we would like to point out that the extension to general
file downloading time distribution is hard, where the queue-length information is not
sufficient to characterize the system state of the underlying Markov process.

3.1. Main Results

In this subsection, we present our main results on the mean file access delay under
coding in the large-system limit (cf. Proposition 3.5). In particular, we characterize
the delay improvement between (nk, k) and (n, 1) codes, both of which have the same
storage requirements.
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PROPOSITION 3.2. (i) The mean file access delay under the (nk, k) code is at least
(1 — H(k)/k) smaller than that under the (n, 1) code for any arrival rate A € (0,1), i.e

TR _ ) (1 B Hlik)) _ @)

(1) In the light-traffic regime (i.e., A | 0), the mean file access delay under the (nk,k)
code improves 100 (1 — H(k)/k) % compared with the (n, 1) code, i.e.,

(nk,k)

—(nk, —(n,1)
lim W :-(-HU“)). 3)
ALO W(n,l) k

In the heavy-traffic regime (i.e., X 1 1), the mean file access delay improvement under
the (nk, k) code is at least 100 (1 — H(k)/k) % compared with the (n,1) code, i.e.,

(nk,k)

A7 » 7(”71)
o W g—(l—H(k)) )
A1 W("’l) k

The proof of Proposition 3.2 utilizes the steady-state queue-length distribution in the
large-system limit (Section 3.2) and the fact that the tail distribution of queue-length
under the (nk, k) code decays at least as fast as that under the (n, 1) code (see Lemma
3.6), and is available in Section 3.3.

Our analysis shows that the (nk, k) code strictly outperforms the replication code at
all traffic loads and its delay improvement in the heavy-traffic regime is at least as
large as in the light-traffic regime. However, simulations in Section 4 indicate that the
performance improvement in heavy-traffic is even better.

3.2. Steady-State Queue-Length Distribution

In this subsection, we obtain the queue-length distribution under the (n, k) code in the
large-system limit, i.e., L — oc.
Recall that all queues have the same steady-state distribution because of symme-

try. Let @(n’k) be a random variable with the same distribution as the steady-state
distribution of the queue-length under the (n,k) code in the large-system limit. Let

£ Ppr {Q(” k) = m} be the steady-state probability that queue length is equal to m
in the large-system limit, where m = 0,1,2,---. Under the (n, k) code, whenever there
is an arriving file access request, we forward these tasks to the k least-loaded servers
among n servers containing the file, one for each server. Note that the time required
for downloading the chunks are i.i.d. with exponential distribution with mean 1/k. We
assume that n servers containing the file requested by the incoming job have inde-
pendent queue-length distributions, as proved in our technical report [Li et al. 2017,
Section IV]. Note that the queue-length of each server increases or decreases at most
by one. Each queue forms an independent Markov chain, as shown in Figure 3.

qO,] m-1,m Gmm+1 dm+1,m+2 qm+2,m+3
0‘0 Tt a.@‘ Tt
k k

Fig. 3: The queue-length Markov chain of a single server in the large-system limit
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According to the local balance equation, we have

ﬁmqm,erl - kﬁm+1~ (5)

Therefore, in order to characterize the steady-state distribution {7,,},>0 in the
large-system limit, we need to first obtain the transition rate ¢, ,,+1 when a file access
request (job) arrives to a server with queue-length of m. Consider a particular server
with queue-length of m. Its queue-length increases by 1 only when there is an arrival
job and this server is one of the k least-loaded server among n servers containing the
file that an incoming job requests. Note that 7,,, can also be interpreted as the fraction
of servers with queue-length exactly equal to m in the large-system limit, which sim-
ply follows from the Strong Law of Large Numbers. Hence, L7,, is the average number
of servers with queue-length of m and L7,,¢m m+14 is the average number of these
servers that become of size m + 1 due to an arrival in a small time interval A, which

can also be represented as LA\A Zl 1 Pr{Q(n ) = m} . Thus, we have

Hnk)

7TQO m+1 — = Z PI’{Q(Z) - }a (6)

where @Eg’k) is the i*" smallest queue-length among n servers containing the file re-
quested by the incoming job, i.e.,

(n,k
Q )

<an) < <Q(nk < <ng)k)

The next lemma gives the exact expression for 3% i1 Pr{Q(n ) =m}.

A(n,k)

LEMMA 3.3. The term Z 1 Pr{Q;y " = m} can be expressed as follows:

k
SPHQY = m) = FON (5,0) = FOF) (Bi), %)
=1

where f(™F)(z) £ S8 () T (=) e 2 € (0,1, and 5 £ Y02

denotes the steady-state probability that queue-length is at least m in the large-system
limit.
PROOF. We first simplify the expression of Pr{@(i) > m} by using the mean-field

assumption, and then derive the expression for Zle Pr{Q; > m} through some rela-
tively involved algebra. Please see Appendix B for details. O

For example, f("1(z) = 2" and f("?) (z) = na"~' — (n—2)z". In general, the function
fF)(z) is quite complicated. However, it has several nice properties, which play an
important role in later analysis.

LEMMA 3.4. The function f™*) (z) (cf Lemma 3.3) has the following properties:

G) flmk) (x) is strictly increasing, differentiable and convex on the interval [0, 1];
(i) fF)(0) = 0and fF) (1) = k;
(iii) f(™*)(z) has a bounded derivative, i.e.,

0< (f(""k)(x)>, <n, Vzel0,1].
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PROOF. We consider the first and second derivatives of the function f(™*)(z), and
then utilize the subset-of-a-subset identity to get the desired result. Please see Ap-
pendix C for the proof. O

S A o< (f("’k)(x)), <n
k

:
:
:
:
:
:
:
:
L
1

0 X

Fig. 4: The graph of the function f("*) ()

Fig. 4 sketches the graph of the function f("**)(z). We are now ready to characterize
the steady-state queue-length distribution in the large-system limit.

PROPOSITION 3.5. The steady-state queue-length distribution of a single server un-
der the (n, k) code in the large-system limit is unique and can be characterized as fol-
lows:

Sma1 = AP (5,)/k form=0,1,2,-; ®)
S50=1 .
PROOF. According to (5), (6) and Lemma 3.3, we have
A (f("’k) (3m) — f("’k)(§m+1)) = k(Smt1 — Sm+2), )

for any m = 0,1,2,--- . Clearly if A\f("*)(5,,)/k = 3,11, then equation (9) holds. On the
other hand, according to Lemma 3.4, the function \f("*)(z)/k has a bounded deriva-
tive and thus it is Lipschitz. Also, A\f("*)(z)/k € [0, 1] since f("*) (z) < k for all 2 € [0, 1]
and \ € (0,1). Therefore, the function \f("*)(z)/k maps the convex and compact set
[0, 1] to itself, and hence, according to the Schauder fixed point theorem, there exists a
fixed point for the system of equations (8).

Next, we will show that this fixed point is unique. First, we note that

(a) (d)
Sl = %f("””(?m) < A5k < X5, (10)

where step (a) utilizes the inequality f("*)(z) < kaz™/* for any x > 0 (see Lemma D.1
in Appendix D), and (b) is true since n > k and 0 < 5,, < 1. Inequality (10) directly
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implies )2 5; < co. Hence, we have }7°  f("*")(5;) < oc. Indeed,

i 7R (s5) @ i (f("’k)(zj)>13j <n i 5 < 00,
j=m j=m j=m

where step (a) uses the fact that f("%)(s;) — f("k)(0) = (f("#)(z;))"s; for some z; €
[0,5;] according to the Mean-Value Theorem and the fact that f("*)(0) = 0; (b) uses
bounded derivative property of the function f(™*)(z) (cf. Lemma 3.4). Therefore, by

summing (9) over all m > 0, we obtain 5; = 2 f("*)(5;). The uniqueness of the fixed
point then follows from (9) by mathematical induction. O

Proposition 3.5 provides an iterative formula for exactly calculating the steady-state
queue-length distribution under the (n, %) code. For example, under the (n,1) code,
i.e., power of n choices, according to Proposition 3.5, we have 5,,,; = A5, for all m >

0 and 59 = 1, which implies that 5,, = A= . This exactly matches the results in
[Mitzenmacher 1996] and [Vvedenskaya et al. 1996]. Under the (n,2) code, we have
Syt = 5(nsht — (n—2)s7,) for all m > 0 and 5 = 1 from the Proposition 3.5.

We are now ready to evaluate the mean file access delay.

3.3. Mean File Access Delay Analysis

In this subsection, we prove Proposition 3.2. We first show an important fact that the
tail distribution of queue-length under the (nk, k) code decays at least as fast as that
under the (n,1) code, which implies that the average queue-length under the (nk, k)
code is not greater than that under the (n, 1) code.

LEMMA 3.6. The tail of queue-length distribution under the (nk,k) code decays at
least as fast as that under the (n, 1) code, i.e.,

Sm < 8m, m=0,1,2,..., (11)

where 3,, and §,, denote the probability that the steady-state queue length is at least m
under (nk,k) and (n, 1) codes in the large-system limit, respectively.

The proof of Lemma 3.6 is available in Appendix D. Now, we are ready to show
Proposition 3.2.

Proof of Proposition 3.2: Recall that under the (n, k) code, each job (file download
request) contains k i.i.d. tasks (chunk download request) with exponential download-
ing time distribution with mean 1/k. Upon job arrival, we forward its k tasks to the
least-loaded & servers among n servers containing the file that the job request. Since a
job is complete only when these % tasks are processed, if the queue lengths of these n

servers are @Egk), Vi =1,2,--- ,n when a job arrives, then this job experiences a delay
equal to
QM +1
(k.9)
e 2 N @
j=1
where X j(k’i), Vi, j, are i.i.d. exponential random variables with mean 1/k, and @EZL)M is

the i*" smallest queue-length among n servers seen by an incoming job, i.e., @E’ll)’k)

A(n,k) A(n,k)

<
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Note that (12) is true since the remaining service time for the task in service is still
exponential. We also note that Q k) ,Vi=1,2,--- ;nand X ;.’“),w, j, are independent.

(

Therefore, the mean job delay W ) can be written as follows:

Q"+
W B max > xML (13)
=Ly45700, J:l

Next, we compare the mean job delay under (nk, k) and (n, 1) codes.

(nk,k) % (ki)
—(nkk) p
WU SE] max )X
Jj=1
w [ fEe A apoe
) K3 3
SElmacg 3 XM e 3 XM e 3 X
L j=1 j= QET)k SN
®) [ Qi) . QT+ .
5T N
<E ,_max Z X; +E ZHQlan Z X; ; (14)
T Jj=1 j= ank ) o
where step (a) utilizes the fact that Q(?)k k) < Q(;‘)’“ <. < @Ez)lak)’ and follows from

the fact that max;(z; + v;) < max; x; + max; y;, for any non-negative real numbers z;
and y;; (b) utilizes the fact that max{z, y+ 2} < max{z,y} + z, for any non-negative real
numbers z,y and z. By repeating steps in deriving (14) on the term

Q(nk k)+1
i
E | max E x k) ,
1=2,---,k ok J
=R +2
we obtain
Qi K Qe+
—(nk,k ki ki
W( ) <E max E x (k) + E E max E x k9
=12,k J —  |i= z+1,~-,k 5 J
j= = i=0 n +2
L L (1-1) _
g R
ki ki
<E E ~ max Xj( Dy E E E max Xj(- %) , (15)
jo1 bk =2 | g, Lk
L =Cu-1)+ i

where the last step follows from the fact that

3

max E () < E max I’

i=1,2, ,a 1 1,2,
Jj=1

holds for any positive integers a, b, and non-negative real numbers :z:?, Vi =
1527"' 7a7vj:172a"' 7b'

ACM Trans. Model. Perform. Eval. Comput. Syst., Vol. V, No. N, Article A, Publication date: January YYYY.



A:12 B. Li et al.

Since X J(k’i) are i.i.d. exponential random variables, according to [Lugo 2011], we
have
kiy| 1
E L_lrgf?;’ij ] = kH(m), (16)
where we recall that H(m) = Y_1" 1/i is the m'" harmonic number. Note that since
X(k ’) =1,0l+1,---  k,arei.i.d. and independent of Q(;’)k ok

(15) becomes

e 1(<1+E[@snkw> 043 (e[ag] s ) o)

=2

ST -

—(nk,k) .

), by utilizing (16), inequality

o~

where we recall that ;) " is the Ith smallest steady-state queue-length among nk

servers, and the last step follows from PASTA property since the arrival process to any
subset of queues of size nk is a Poisson process under the (nk, k) coding scheme.
On the other hand, the mean delay under the (n, 1) code can be written as follows:

(n,1)
Q(?) +1

g Y x| @ {Qgﬁ)l } +1%g [le)l)} +1, (18)

w

where step (a) follows from the fact that @E?)l) and X J(-l’l)ﬁ’j, are independent and

the Wald’s Equation [Ross 1995, Theorem 3.3.2]; (b) follows from the PASTA property
since the arrival process to any subset of queues of size n is a Poisson process under
the (n,1) coding scheme.

By using (17) and (18), we have

WO s (1 B0 G e A B )
Note that
1 k (nkk) 1 k (nkk) (n,1)
b el < e < sl

where the last step utilizes Lemma 3.7. By substituting (20) into (19), we have (2).

LEMMA 3.7. The average queue-length of k shortest queues among nk servers under
the (nk,k) code is not greater than the queue-length of the shortest queue among n
servers under the (n, 1) code, i.e.,

Ly fa] <= ]

The proof of Lemma 3.7 directly follows from Lemma 3.6, and is available in Appendix
E.
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The mean job delay improvement under the (nk, k) code compared with the (n,1)
code in the light-traffic regime directly follows from the discussions in Section 2. Next,
we will investigate the mean job delay improvement in the heavy-traffic regime, i.e.,
A1 1. According to (19), we have

. . & —(nk,k) (1)
TSGR v ra G 1 1 201 =i B [Q(l) } — HkE [Q(l) }
—) - (1-gHW) ) +4 o @
W 1+E [0
which implies
k7 éE ~(nk,k)
(nk,k)  w=(n,1) S8 kili(ln,l[)Q(l) ] - H(k)
W -W 1 1. E[Q(U ]
1)}?11 —(n,1) s-(1- EH(k) * % 1){'?11 =T +1
i a5

By utilizing Lemma 3.8, we have the desired result.

LEMMA 3.8. (i) The mean queue-length of the shortest queue among n servers under
the (n,1) code in the heavy-traffic regime satisfies

7(”71)
lim E[Q(l) } -
M1 —log(1—A)  logn’

(ii) The mean queue lengths of the k shortest queues among n servers under the (nk, k)
code satisfy

(23)

k —=(nk,k)
. Zi:l k—li+1]E {Q(i) }
lim —ol) < H(k). (24)
e

The proof of Lemma 3.8 is available in Appendix F.

4. SIMULATION RESULTS

In this section, we provide simulation results to compare the mean file access delay
performance between coding and replication in the system with L = 1,000 servers and
I = 1,000,000 files. In particular, we first verify the accuracy of the mean-field analy-
sis and then investigate the delay improvement under coding. Then, we evaluate the
impact of correlation of the chunk downloading time on the mean delay performance
for two different load-balancing algorithms.

4.1. Validation of the Mean-Field Analysis

In this subsection, we first validate the accuracy of the mean-field analysis, and then
illustrate the differences in mean file access delay performance between coding and
replication, where we assume that the chunk downloading time follows exponential
distribution. Given the queue-length distribution (cf. Proposition 3.5), we are able to
calculate the mean file access delay under the (n, k) code according to (13) through
Monte Carlo methods. In particular, at each time slot, generate n i.i.d. queue-length
random variables according to its steady-state probability distribution in the large-
system limit (cf. Proposition 3.5), then pick k£ smallest ones and calculate the delay
through (13). Then, the time-average delay can be regarded as the mean delay. The
lines in Fig. 5 (corresponding to theoretical results) were obtained in this manner,
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whereas the simulation results were obtained via an event-driven simulation of the
whole system.

From Fig. 5, we first observe that the simulation results match the theoretical
results very well under different coding schemes, which validates the accuracy of
the mean-field analysis in the system with a large number of servers. In addition,
Fig. 5 shows the mean file access delay performance under the (nk, k) code, where
k =1,2,3,4,5. Recall that £ = 1 corresponds to the replication code. We can see from
Fig. 5 that the mean file access delay performance improves as k increases, where
the delay improvement is most significant from k& = 1 to & = 2. This is also expected
from our theoretical analysis. In addition, for a fixed storage coding scheme, its de-
lay improvement compared with the replication code increases as the arrival rate \
increases. We also consider the case with i.i.d. chunk downloading time with distri-
bution the same as 1/(2k) + Exp(2k), where Exp(2k) is exponential distributed with
mean 1/(2k). This downloading time distribution was used in [Liang and Kozat 2014]
to model the data downloading time in Amazon AWS system. The simulation results
are shown in Fig. 6, where we have similar observations with the case with exponential
downloading time (cf. Fig. 5).

351 250

Line: theoretical results —%=(2,1) code
3[| Marker: simulation results —©-(4,2) code
>, 2[ | =#=(6,3) code
325 =—(2,1) code 3 (8:4) code
8 —— (4,2) code - sl —0—(10,5) code
g 2 f =——(6,3) code § '
2 (8,4) code 2
& 15| ——(10,5) code 2
g
2 DM =
g
0.5
0 L L L . - - - - ! [0} - - - t . t . t !
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
Avrrival rate A Arrival rate A
Fig. 5: Exp downloading time Fig. 6: Constant+Exp downloading time

4.2. Impact of Correlated Downloading Time Distribution

In this subsection, we consider another popular load-balancing scheme, called Redun-
dant Request with Killing (RRK), under the storage scheme with (n, k) code. Recall
that under the RRK load-balancing scheme, upon a file access request arrival, it for-
wards n requests to n servers containing the file and the entire file is obtained once &
out of n downloading requests are processed.

Here, we consider both i.i.d. and correlated downloading time cases. In the case
with i.i.d. downloading time, the time required for downloading data chunks are i.i.d.
with exponential with mean 1/k. In the case with correlated downloading time, the
time required for downloading chunks associated with a file are exactly the same and
follows exponential distribution with mean 1/k%.

Fig. 7 studies the impact of correlations on delay performance of the Batch Sampling
(BS) and RRK load-balancing algorithms under the (4,2) storage scheme. From Fig.
7(a), we can observe that for the BS load-balancing policy, the mean delay under the
correlated downloading time is always better than that under the i.i.d. downloading
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Fig. 7: Impact of correlated downloading time on the delay performance of (4, 2) code
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(a) BS load-balancing scheme (b) Correlated downloading time

Fig. 8: Impact of correlated downloading time on the delay performance of (6, 3) code

time, with larger improvement in the lower traffic regime. In this sense, the corre-
lation of the chunk downloading time actually helps improve the delay performance
of the BS policy. Thus, the results in the paper may be interpreted as characterizing
the worst-case performance of the BS policy. However, from Fig. 7(b), we can see that
this correlation significantly degrades the system performance of the RRK algorithm
especially when the traffic load is high. We have the same observations from Fig. 8
that shows the simulation results for the storage scheme with (6,3) code. Thus, the
efficiency of the RRK policy heavily depends on the independence assumption on the
chunk downloading time as we discussed in Section 2. For this reason, we only analyt-
ically study the BS policy in this paper.
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5. RELATED WORK
5.1. Delay reduction in cloud storage systems

The main goal of a cloud storage system is to provide high data reliability and fast
file access. Recently, much work has gone into the design of algorithms that speed up
the file access in cloud storage systems. For example, references (e.g., [Jain et al. 2005;
Ananthanarayanan et al. 2012; Vulimiri et al. 2013]) have performed simulation or
testbed experiments to compare the delay performance of different coding schemes.
Some other works have investigated the file access delay performance analytically. For
example, the authors in [Huang et al. 2012] showed that the MDS code has a smaller
mean file access delay than the simple file replication. In [Joshi et al. 2012; Shah et al.
2014], the authors provided delay bounds under the MDS code. In [Kadhe et al. 2015],
the authors compared the delay performance of MDS codes and replication schemes.
References (e.g., [Shah et al. 2013; Vulimiri et al. 2013; Joshi et al. 2014; Xiang et al.
2014; Chen et al. 2014; Liang and Kozat 2014; Joshi et al. 2015a; Sun et al. 2015;
Gardner et al. 2015]) studied the delay performance of redundant requests in various
settings.

5.2. Efficient low-complexity load-balancing schemes

A load-balancing algorithm distributes arriving jobs across servers with the goal of
minimizing queueing delays. The analysis of load-balancing algorithms in any finite
systems is quite challenging in general. References [Vvedenskaya et al. 1996] and
[Mitzenmacher 1996] first considered the celebrated power-of-d-choices (d > 2) load-
balancing algorithm in the large-system limit, where each arriving job is forwarded to
the shortest d randomly sampled queues. In such cases, any fixed number of queues
become independent from each other and thus the delay characterization is tractable.
There has been a considerable amount of recent work following the results in [Vveden-
skaya et al. 1996] and [Mitzenmacher 1996] studying various different load-balancing
schemes with different amounts of overhead (e.g., [Bramson et al. 2010; Lu et al. 2011;
Ying et al. 2015; Stolyar 2015]). More recently, Redundant Request with Killing (RRK)
(e.g., [Shah et al. 2013; Liang and Kozat 2014; Gardner et al. 2015; Gardner et al.
2016]) and its variants (e.g., cancel-on-start [Joshi et al. 2015b; Gardner et al. 2016])
have received significant research attention, where each arriving job is replicated to d
servers, and when any one of d jobs is processed, the rest of the jobs are killed. But, to
the best of our knowledge, none of the previous papers have studied the joint perfor-
mance of load balancing and storage schemes in the large-system limit.

6. CONCLUSIONS

In this paper, we studied the mean file access delay performance under coding in cloud
storage systems with a very large number of files stored in a very large number of
servers. We formulated an appropriate load-balancing problem, and studied its delay
performance in the large-system limit, i.e., when the number of servers goes to in-
finity. In particular, we obtained the steady-state distribution of the number of file
access requests waiting at each server, and utilized this to show that coding always
improves the mean file access delay compared with the simple replication scheme at
all traffic loads, without sacrificing any storage and reliability. We further show that
the improvement factor by coding in the heavy-traffic regime is at least as large as in
the light-traffic regime. Finally, extensive simulations are performed to validate our
theoretical results.
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A. PROOF OF PROPOSITION 3.1
We ignore the superscript (L) of QI(L)(t) for simplicity. Consider the Quadratic Lya-

punov function V(Q(t)) = 31, Q3(1).

Let x, y be the state of the underlying Markov chain, and ¢, denote the transition
rate from state x to state y. According to the Foster-Lyapunov theorem (see [Srikant
and Ying 2013, Theorem 9.1.8]) for continuous-time Markov chain, we consider its
Lyapunov drift as follows:

Y ey (V) = V(x))

y#x
= dxxe (V((x—e)") = V() + > gy (V(y) = V(x)), (25)
=1 YEOx

where the last step is true for 2+ = max{z,0}, e; being a L x 1 vector such that e;[l] = 1
and e;[l'] = 0 for any I’ # [, and O, being the set of possible states of the Markov chain
that can be reached from the state x when there is a job arrival (file access request).

For the term | gxxo, (V ((x — &)%) — V(x)), we have

(@) &

L
>t (V((x—e)*) = V(x) < Dk (1 —1)* — a?)
=1 =1

L
=—2kY @ +kL, (26)

1=1
where step (a) uses the fact that the departure rate of each task (chunk download

request) at each queue is k, and the fact that (z+)2 < 22 for any real number z.
For the term > o dx,y (V (y) — V(x)), we have

L
k
Z axy (V (y) = V(x)) SL/\Z ((z1+1)? —af) x I
YEOK =1
L
=2mle + kL), (27)

=1

where the first step is established by comparing the batch-sampling (BS) with the
randomized load-balancing (RL) policy that forwards k tasks to randomly selected &
queues with replacement, one for each queue. Indeed, conditioned on the n sampled
queues, e.g., Q1 < Qs < --- < Qn, the Lyapunov drift can be represented as

> Quay

=1

n

E > (Q+a)-Q7)

=1

(Q17Q27"~7Qn) =2E (QlaQQa"'aQn) +ka (28)

ACM Trans. Model. Perform. Eval. Comput. Syst., Vol. V, No. N, Article A, Publication date: January YYYY.



A:18 B. Li et al.

whenever there is an arrival event under any load-balancing policy, where "', a; = k
and q; € {0,1}. It is easy to see that

lz Quaf™

under our considered load-balancing scheme. Under the above randomized load-
balancing policy,

k
Q17Q27~ 7Q7L)] :ZQka (29)

E [Qlal(RL)‘(Ql,Qg, N .,Q,L)} - %Ql,vz —1,2,...n (30)
On the other hand,
[ <RL>] S E [ lagRLMG} Pr{G}, (31)
Geg

where G = the set of n sampled servers containing server /. Note that each server
contains In/L files and each file is stored in n—tuple of servers, where we recall that
I is the number of files in the system. This implies that each server belongs to In/L
n—tuple of servers and thus |G| = In/L.

Also, due to the symmetry, E {Qlal(RL)|G} ,VG € G, have the same value. Therefore,
combining equations (30), (31), and the fact that |G| = In/L and Pr{G} = 1/I,VG € G,
we have E [Qlal(RL)’(Ql, Q2, ...,Qn)} = ng,vz =1,2,...,n, which implies that

ZQZG(R)

under the randomized load-balancmg policy. By using the assumption that Q1 < Q> <
-+ < @, we have

QlaQQa"'aQn)‘| = %ZQh (32)
=1

n k
%Z Q1 ZS (Z Qi+ (n— k‘)Qk+1>
1= 1=
1 1 L . .
- Z@) =Y Q. (33)
=1 =1

Z —
n
1=1
This implies that, conditioned on n sampled queues, the Lyapunov drift upon an arrival
under our considered load-balancing scheme is not greater than that under the above
mentioned randomized load-balancing policy.
Therefore, we have

L

D ey (V(y) = V(%) < =2k(1 = X)) 2+ EL(1+ N). (34)

Y#X =1
Since A € (0,1), according to the Foster-Lyapunov theorem (see [Srikant and Ying
2013, Theorem 9.1.8]), the underlying Markov chain is positive recurrent, and hence

its steady-state distribution exists. Then, (1) follows from [Hajek 2006, Proposition
2.2.3].
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B. PROOF OF LEMMA 3.3

In the rest of proof, we omit the superscript (n, k) of Q(" k) ,Vi=1,2,--- ,n, for simplic-
ity. Since there are n sampled queues with Q(l) < Q(Q) <. < @(n), we have

Pr{Q > m} Pr{n — i+ 1 or more of Q,’s are > m}

n d
(_e) n —d d d—i
= Z (d)sm, Z (j)(—1) 3, (35)
d=n—i+1 j=n—i+1
where step (a) follows from the fact that the i*" order statistic is greater than or equal
to m if and only if there are n — i + 1 or more of ;s that are greater than or equal to
m; (b) is true due to the fact that n sampled queues are i.i.d. and thus the number of
Qs that are greater than or equal to m follows binomial distribution with parameters
n and 3,,; (¢) utilizes Binomial Theorem; (d) is true by letting d = j +; (¢) follows from
. . n\ (n—j n\ (d
the subs'e.t-.of-a-subsgt identity [Knuth et al. 1989] (j) ( dﬁg) =" (7)
By utilizing equation (35), we have

k
Z Pr{@(i) >m}

i=1

k n d d ‘
S50 0
1=1 d=n—1i+1 j=n—1+1
@ n i d d ;
= 2 (d)sg% > X <‘>(—1)d_3
d=n—k+1 i=n+1—dj:n—i+1 J

n—k+l

2 Z <n . z)ﬁb o Z > (n o l) (~)"EHL (36)

i=k+1—1 j=n—i+1

where step (a) is true by exchanging the order of the first and second summation; ()
istrue forl =d — (n — k).
Next, we are going to show that

Z nfl ( o l) (T = <n - fjf - 2) (1) (37)

i=k+1—1l j=n—1+1
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Indeed,
n—k-+l
SRS (RS IR
i=k+1—1 j=n—1i+1 J
n—k+l1
D> <k+j—n>(” RIS
j=n—k+1 J

:l<n—é€+l> +§:j(n—k+z>(_1)”

AN
-1
(@, n—k+1-1 S (n—k+1-1 n—k+Il-1 =g
_l< 0 >+;‘7<( I >+(l—j—1 >>(1)
-1
_ (n—k‘—‘i—l—1>(_l)J
i=0 J
-1
n—k+1-1 n—k+1—-1 j
()T e
Jj=1
-1
<:>(n—k0+Z—2)+ ((n—k+l—2> (n—k+ll—2)>(_1)J
st j j=
—k+1-2
:(” + )(_1)11, (38)
-1
where step (a) follows by switching the order of summations; (b) is true by letting

j'=Jj — (n—k); both (c) and (d) utilize the Pascal’s rule, i.e.,

n\ (n-—1 " n—1
k) \k-1 k)
for all integers n, k: 1 <k <n —1.
By substituting (38) into (36), we have

b — il n n—k+1—-2
Sopr@ = m = w0, ) (1T ) e =, 69
=1 =1

where f("*)(z) is defined in Lemma 3.3. By noting that Pr{Q;, = m} = Pr{Q >
m} — Pr{Q;, > m — 1} and utilizing (39), we have the desired result.
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C. PROOF OF LEMMA 3.4
By the definition of the function f("*)(z), we have

(£ @)’ S (n . Z) (” B 2) (n— k4 DankH

=1

k
:Z(_l)lq n n—k+1 n—k+1-2 k-1
— n—k+l)\n—k+1-1 n—k—1

2 / " g (), (40)

0

where ¢("*) () is defined as
k

(n,k) a -t n n—k+1 n—k+l-=1\(n—k+1-2\ , 1. 5

g ) ;< ) <nk+l>(nk+ll n—k+1-2)\ n—k-1 )" '

Once we obtain the closed-form expression for ¢(™*)(z), we can easily get f(*) ().
Next, let’s focus on g(™*) (z).

k
(n.k) () (@) ! k=1\ kg2
9" (z) C(n,k);( ) 1_1 )"

=1

b " E—1
(:)C’(n, k)zn k1 Z(—l)l ( i )xl
'=0

Do, k)z"*=1(1 - z)F1, (41)

where step (a) is true for C(n, k) = (, ) (*7") (%) and utilizes the subset-of-a-subset
identity shown as follows.

) GG ) ()
()G,

(b) is true by letting I’ = [ — 1; (c) utilizes Binomial Theorem.
By using (41), we have

(f("’k)(x)), — /Oz g M) (2)dz = C(n, k) /09” At (R Lanls P2 (42)

Hence, (f("*)(z))" > 0 for any € (0,1] and therefore f("*)(z) is strictly increasing in
x € [0,1].
Moreover,

(f("’k)(x))/l =C(n,k)z" " (1 —2)" 1 >0 (43)

holds for any z € [0, 1], which implies that f("*)(z) is also convex on the interval [0, 1].
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In addition, it is easy to see that f("*)(0) = 0 from the definition of f(™*)(z), and
1 /
00w = [ (£m9@)) de
0
1 T
=C(n, k) / da:/ A € R L %
0 0
1

@C(n,k’)/ 2R - 2)Rdz
0

2k, (44)
where step (a) interchanges the order of integrals; (b) uses the fact that
1 1b!
a:0:
1 —2)bde = —————— 45
/Oz( z)’dx @rbr 1 (45)

for any non-negative integers a and b, and the definition of C(n, k).
Furthermore, since (f"*)(x))” > 0 for any = € [0,1], (f"*(2))’ is non-decreasing
on the interval [0, 1], which implies

(19@) < (5 W) = c) [ - =n )

0
where the last step again uses (45) and the definition of C'(n, k).

D. PROOF OF LEMMA 3.6

We use mathematical induction to show this lemma. First, note that 50 = 55 = 1.
Assume that 35,, < §,, for some m > 0. Then, we have

A ) (a) (b)
1 =2 S Em) <A, <G = S (47)

where step (a) uses Lemma D.1; (b) follows from the induction hypothesis.

LEMMA D.1.

% FR) () < gn/k (48)

holds for any = € [0, 1].

PROOF. Since f("*)(0) = 0 (cf. Lemma 3.4), inequality (48) holds when = = 0. In the
rest of the proof, we consider the case when = € (0, 1]. We will show that ("% (z)/k <
z"/* which is equivalent to proving

(n,k)
42 lfi(x) <1
k l.n/k —

Since h(1) = f(™*)(1)/k = 1 (cf. Lemma 3.4), it is sufficient to show that /(x) > 0 for
any z € (0,1]. Noting that

h(z) (49)

(f (@) — 300 (@)

pn/k+1 ’

(50)

/ lx
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It is equivalent to showing that

a(f"R () = — fR) (@), (51)

n
k
holds for any z € (0, 1].

According to (42) in the proof of Lemma 3.4, we have

(fR) ()Y =C(n, k) /OI Pl S Ly P

k—1

k)Y <k J 1) (1) /O r——

=0
k—1
k—1 xn7k+l
—cmn X (*7 e 62
=0

where we recall that C(n, k) £ (,7,)(*1")(}), and the second step follows from the

Binomial Theorem. Hence, we have

19w = [y a:

k—1 X
k—1 1 xnkarlJrl
= 1) :
C(”’k)lz;( I >( Tk in—ktitd (53)

By substituting (52) and (53) into (51), it is equivalent to showing that

k1
A k—1 ! 1 (n/k=1)(k=1)+1 , i
= - > M
w(@) ;( l >( Ve noksirr ¢ 20

Next, we will study some basic properties of w(z). First, we note that

k—1
w" (x) ="k IZ; (’“ ; 1> (=)' ((n/k—1)(k—1)+1) 2!

—gn k1 ((n/k — (k-1 —2)* 1 -2k -1)1 - x)k_Q)
=(k—1)z" "1 —2)*2((n/k — 1) —nx/k), (54)

where the second last step follows from the Binomial Theorem and the fact that

k—1
Z (k I 1>l(—x)l = —z(k—1)(1 —x)* 2
1=0

Note that w”(x) > 0if z € (0,1 — k/n], and w”(z) < 0if 2 € (1 — k/n, 1], which
implies that w'(x) is non-decreasing on the interval (0, 1 — k/n], and non-increasing on
(1—k/n,1].

Since

w'(z) = /OI w”(2)dz = (k—1) /Ow 2R - )h2 (% -1- %z) dz, (55)
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we have w’(0) = 0 and

w'(1) =(k — 1) ((Z - 1) /01 RN k2, ZAI R - z)“dz>

(k=1 n —Fk)! n
_(n—2)!k(1_n—1><0’ (56)

where the second step uses (45). Therefore, there must exist a point zg € (1 — k/n, 1)
such that w/(z) > 0 for any x € (0, z¢] and w'(z) < 0 for any = € (xo, 1], which implies
that w(z) is non-decreasing on the interval (0, z¢] and non-increasing on (zo, 1].

Since w(0) = 0, we have w(z) > 0 for any = € (0,1] if w(1) > 0. Indeed, we have

w(1)=/1 o () da
kE—1 / d:zc/ n=k=1( z)k_2<(%—1)—%z)dz
@ —1) ((k1)/0 P G Loy P Z/()lz"k(lz)kldz)

20, (57)
where step (a) interchanges the order of integrals; (b) uses (45). O

E. PROOF OF LEMMA 3.7

First, recall that s, and §,, are the probabilities that steady-state queue length is at
least m under (nk, k) and (n,1) codes in the large-system limit, respectively. We note
that

k k oo 00
l (nk k)7 (a) l (nk k) (d) l (nk,k) (=
kz::E[ }_kz_:zl { m}_sz (Sm), — (68)
where step (a) uses the fact that E[Z] = > - Pr{Z > m} for any non-negative
integer-valued random variable Z; (b) interchanges the order of summations (since

Pr {ngl)k ) > m} > 0,Vi,m) and follows from Lemma 3.3. By Proposition 3.5, under

(nk, k) code,

Sl = %f(”k’k)(Em),Vm =0,1,2,--- (59)
By combining (58) and (59), we have
(k)] 1 o= _
% Z]E |:Q(7) ] =3 mZ::l Sm+1 (60)

On the other hand, under (n, 1) code,

E [QE?) )} = Z Pr {Q(1) 2 m} Z 8y = X Z Sm+1, (61)
m=1 m=1 m=1

where the last step uses the fact that §,,; = As",,¥Vm =0,1,2,--- under (n,1) code ac-
cording to Proposition 3.5. Hence, the desired result follows from (60), (61), and Lemma
3.6.
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F. PROOF OF LEMMA 3.8

We first note that 5,,, and §,, are the probabilities that steady-state queue length is at
least m under (nk, k) and (n, 1) codes in the large-system limit, respectively. Therefore,
according to Proposition 3.5, we have

S = AT ¥m=0,1,2, - (62)
According to equation (61), we have
B[00 = Y s = oA (63
m=1 m=1
which implies that
E [@E%l)] o T A 68

igl —log(1—XA) M1 —log(1—2A)  logn’

where the last step utilizes Lemma F.1.

LEMMA F.1.
a1
. Zocfl )\ n—1 a 1
lim Zm= =
M — log(1— M) logn’ (65)

holds for any real number a > 0.

The proof of Lemma F.1 is similar to [Mitzenmacher 1996, Theorem 3.9] and is pro-
vided next for completeness.

PROOF.

nm

1 a nm
o0 n— a o0 )\nfl
lim —Zm:l AT =lim Lim=1 ( ) 1a
A1 —log(l— M) AL —log(l—X) N\»

@, S ()" log(1—N) 1
= lim a
x11 —log(l — N) log(1 — A) A==
@ hm Zm:l >\
A1 —log(l — )
© 1
logn’

(66)

where step (a) is true by setting \' = A7-1; (b) follows from the fact that the last two
terms go to 1 as A 1 1; (¢) utilizes [Mitzenmacher 1996, Lemma 3.10]. O

(nk.k)
i=1 k—it1 :

Next, we consider the heavy-traffic behavior of the expression Zk L_E {Q(i)
First, we note that

k k 00
1 (nk,k)] (a) 1 —(nk,k)
Z;k—i—kl {Q@ }:;k—z—klz:lP {Q@ Zm}
Oy~ L (k. k)
:;;k_i+lPr{Q(i) Zm}, (67)
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where step (a) uses the fact that E[Z] = Y~ Pr{Z > m} for any non- negative

integer-valued random variable Z; (b) interchanges the order of summations since

Pr{QEgk k) > m} > 0,¥Yi,m.

(nk,k)

Next, we express ZZ R s +1 Pr {Q > m} as a function of the queue length dis-

tribution under the (nk, k) code, where we follows a similar procedure as in the proof
of Lemma 3.3.

k
1 (nkk)
;k—wr {Q }
k nk d
(i) 1 nk\_ d i
_;kwﬂ 2 (d)s 2 (j)(_l)dj

d=nk—i+1 j=nk—i+1
nk k d
(b) nk\_4 1 d di
= - - —1)4-J
> (d>m > X rmiraly)ey
d=nk—k+1 1=nk+1—d j*nk: i+1

nk—k+l

k
© nk —nk—k+l 1 nk —Fk+1 1 \nk—k+Il—j
I (e S e (M e

i=k+1—1 j=nk—i+1

where step (a) follows from equation (35); (b) interchanges the order of the first and
second summation; (c) is true for [ = d — (nk — k).

Next, we are going to simplify the term Y% DY

k—k+1 1 k—k+l k—k+1—j
;L:’nk*i+1 k7i+1(n j )(_1)n e

nk—k+l

Z > k%m <nk—_k+z> R

i=k+1—1 j=nk—i+1 J
_) nk—k+l1 (nk—k—i—l

s
™

)(—1>"k—'f+l-jﬂ<j ~ (nk— &)

j=nk—k+1 ‘7

1
(b) nk —k+1 L
=1

!

nk—k+1 .

=3 (" )
j=1

l—

nk — k0+ - 1) . SH(J') ((m —lk_+jl — 1) N <nkl—_kj+_zl— 1)) (1)~

j=1

(nk lkjjl—1>( - ©69)

nk — k + z) . lz HG) (nk —k+ z) (1)
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where step (a) is true by switching the order of summations and recalling that H () =

. 1/l is the I"" harmonic number; ( ) is true for letting j' = j — (nk — k); (c) utilizes
the Pascal’s rule,i.e., () = (}7;)+(",") for all integers n and k satisfying 1 < k < n—1.
By substituting (69) into (68), we have

k
1 —(nk,k) _
> =
iil P Pr {Q(l) > m} ©(Sm), (70)

where (,D([l?) = Zf:l Clxnk_k+l= YIS [07 1] and Cl £ (nkilléchl) 2321 %(nk_lli—;l_l)(_l)l_j.

The next lemma reveals two important properties of the function ¢(x), which is
important in establishing the desired result.

LEMMA F.2. The function ¢(x) has the following two properties:

(i) The function ¢(x) is increasing on the interval [0, 1];
(it) ¢(0) = 0and p(1) = H(k).

The proof of Lemma F.2 is available in Appendix G.
Since 0 < 35, < §,, < 1,Vm > 0 (cf. Lemma 3.6), according to Lemma F.2, we have
¢(5m) < ¢(3m) and thus

k
Zk_iﬂ H{Qn ™ = m} < ). (71)
=1

This combined with (67) implies that

=1 m=1
k 00 m_y

:ZCZ Z A\ o1 ('rLk:fk‘H)7 (72)
=1 m=1

. « nMm—1
where we use (62),1.e.,5,, = A1 Ym=20,1,2,---.
Hence, we have

(nk,k) e
. Zz 1k—I+1 l+1 [Q(l) } <i o 70:; . 2l (nk—k+1)
ML —log(1 - 1) Bt 3 —log(l—)\)
k
@ 1 1 o) H(k)
= G = 1) = 73
10gn; ! logn(p< ) 1ogn’ ( )

where step (a) follows from Lemma F.1 ; (b) follows from Lemma F.2. Combining (73)
and (64), we have the desired result.

ACM Trans. Model. Perform. Eval. Comput. Syst., Vol. V, No. N, Article A, Publication date: January YYYY.



A:28 B. Li et al.

G. PROOF OF LEMMA F.2
By the definition of the function ¢(z), we have

ZZx”k Rk k+l)< L ’ZH> (nk_kﬂ_l) (_UH

=1 j=1 l—j J
(a)zzl'nk k+l—1 nk nk—k+1 nk—k+1—-1 (—1)l_j
e nk—k+1)\nk—k+1—1)\nk—k+j—1 j

k o .

(b)g ! nk kt1l-j k—j 1—j nk—k+1—

- N _1)lmd pnk—k+i-1 4
j_lj(nk—k+j—1)< 1 );(l—j (=1)"a , (74)

where step (a) switches the order of summations; (b) utilizes the subset-of-a-subset
identity stated below.

nk nk—k+1 nk—k+1-1Y\ nk k+1—45\(k—j
nk—k+1)\nk—k+1—-1)\nk—k+j—-1) \nk—k+j—1 1 l—3)

Since
k k—3j ) k=j kE—3j )
Z (l - ')<_1)l]xnkk+l1 — Z ( » )( l)l .’El xnkfkflJrg
1=j J =0
:wnkfkflJrj(l . :L,)kfj, (75)
we have
1 k+1—74 s s
:Zj<nk k+]—1>< 1 j)”‘mk P - 2)t (76)

Jj=1

Since ¢'(z) > 0 for all = € [0, 1], ¢(x) is increasing on the interval [0, 1].
In addition, we have

o(x) :/0 ' (2)dz
k .
-y nk Rt L=0\ [" akek—14i(q _ ki
jzlj(nk—k+j_1>( 1 >/0 z (1—-2)"7dz. (17

Therefore, ¢(0) = 0 and

k o 1
L () [
= nk—k+j5—1 1 0
k

e(1)

>
Zl< nk )<k+1j)(nkkl+j)!(kj)!
J

= nk—k+j—1 1 (nk)!
=H(k), (78)

where the second step utilizes (45).
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