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Abstract 

 

Deep learning techniques are a class of machine learning techniques that model hierarchical abstractions in 

input data with the help of multiple layers. Deep learning techniques have achieved state-of-the-art 

performance in computer vision, automatic speech recognition and in natural language processing. Deep 

Multilayer Perceptron (MLP) has received lot of attention recently due its high efficiency in recognizing 

images. The tutorial would focus on Deep MLP for classifying images. The use of Stacked denoising Auto 

encoders in a greedy layer-wise manner for initializing Deep Multilayer Perceptron will also be discussed 

in detail.   Deep MLP requires higher computational cost due to the use of large number of hidden layers. 

It will be shown how to speed up Deep Multilayer Perceptron by parametrizing the weights and by 

introducing a speed up parameter. This not only helps in speeding up but also in increasing the classification 

accuracy (Chandra, et. al,2016). The proposed parameterization provides eight fold reduction in training 

time along with significant improvement in the classification accuracy of Deep MLP. Another redeeming 

feature will be to provide a technique for feature selection using Denoising Autoencoders where the feature 

significance is computed in an unsupervised manner based on the reconstruction error of masked features. 
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