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Abstract—In secure multicast communications, key The issues of establishing and updating the group keys
management schemes are employed to prevent unau-are addressed by groufey Managemenschemes [2].
thorized access to multicast content. Key management, Key management schemes can be classified as cen-
however, can disclose the information about the dynamics tralized schemes and contributory schemes [4]. In cen-
of the group membership, such as the group size and ;64 schemes, such as [3]-[12], group members trust

the number of join and departure users, to both inside tralized f dt the kev distributi
and outside attackers. This is a threat to applications a centralized server, referred 1o as the key distribution

with confidential group membership information. This Center (KDC), which generates and distributes decryp-
paper investigates attack/anti-attack strategies for steal- tion keys. In contributory schemes, such as [13]-[21],
ing/protecting group dynamic information in the existing group members are trusted equally and all participate
key management schemes. We show that the inside andthe formation of the group key.
outside attackers can successfully acquire the membership  Both centralized and contributory key management
information by exploiting the key updating procedure in  schemes address the problem of maintaining access con-
popular centralized key management schemes. Particu- trol with dynamic membership and reducing the usage
larly, we develop two attack strategies and demonstrate ¢ tation, communication and storage resources
their effectiveness through simulations. Further, we pro- . .

[2] [3] [16]. These schemes, however, did not consider

pose an anti-attack technique utilizing batch rekeying : - ) .
and phantom users, and derive performance criteria that the disclosure of information about the dynamics of the

describe the security level of the proposed scheme usinggroup membership to both insiders and outsiders. We
mutual information. The proposed anti-attack scheme is collectively refer togroup dynamics informatiogGDI)
evaluated based on the data obtained from real MBone as information describing the dynamic membership of

sessions. a group application, such as the number of users in the
Index Terms— Communication system privacy, Security, Multicast group as a function of time, and the number of
Access control users who join or leave the service during a time interval.
In many group communications, group dynamic in-

|. INTRODUCTION formation is confidential and should not be disclosed to

either valid group members or outsiders. For example,
The rapid progress in the technologies underlyinig a commercial multicast program, the service provider
multicast networking has led to the development gferforms group management and has the knowledge of
many multicast services, such as streaming stock quot@fI. Although the service provider may release some
video conferencing and communal gaming [1]. Beforaudience statistics at his choosing time, it is highly unde-
these group-oriented multicast applications can be sirable to disclose instant detailed dynamic membership
cessfully deployedaccess contromechanism must beinformation to competitors, who would develop effec-
developed such that only authorized users can acctégs competition strategies by analyzing the statistical
the group communication [2] [3]. Access control i®ehavior of the audience. Another example is a military
usually achieved by encrypting the content using awoup communication scenario, where GDI represent the
encryption key, known as the session key (SK) that mumber of soldiers in the battlefield and the number
shared by all legitimate group members. Since the groap soldiers moving into or out of certain areas. In this
membership will most likely be dynamic with usersituation, the valid group members, i.e. regular soldiers,
joining and leaving the service, it is necessary to updatey only be entitled to obtain general information
the encryption keys in order to prevent the leaving ustirough the secure group communication, but not entitled
from accessing future communication and prevent tihe acquire GDI. Leaking GDI to outsiders, most likely
joining user from accessing prior communication [2] [3}to the enemies, can be devastating.



The traditional key management schemes are designed
to prevent unauthorized access to the multicast content,
but not to protect the group dynamic information. The
dynamic group membership information can be revealed
unknowingly while performing key management. With
the proliferation of access control in many applications,
such a new security concern amply arises. Therefore it
is important to investigate this new threat and improv
the design of current key management schemes such that®" | orivate
both the group dynamic information and the multicast* v2us  ===== Uie™ " Keys
content are protected.

Contributory key management schemes are generally
not suitable for the applications with confidential GDI

because each group member ”ee‘,’ to be aware of OWSFk, the group dynamic information (GDI) particularly
group members in order to establish the shared gro ers 1o a set of functions as:

key in the distributed manner. In this paper, we will _ : ,

focus on centralized schemes. We demonstrate that thé i?frr(lg.tthe number of users in the multicast group at
centralized key management schemes can reveal the GD.I (o, £1): the number of users who join the service
easily and propose a framework of protecting GDI from bet\?\;e}sr-] timet and

inside and outside attackers. We have developed two. (fo, 11): the n?xmberlc;f users who leave the service
effective strategies to attack astealinformation about bet\?\;etler; fimete ands

the membership dynamics from the tree-based central- 0 1 ) o

ized schemes [2]-[7] that employ tree hierarchy for thE€ GD! should be kept confidential in many group-
maintenance of keying material. These strategies involgiented applications, yet to acquire GDI by launching
exploiting the format of rekey messages and estimatiifacks on the key management schemes can be very
GDI directly from the size of the rekey messages. v@mple as we will demonstr_ate. Instead pf t_ryln.g to break
also developed an anti-attack method that is fully corf{2® €NCryption or compromise the key distribution center,
patible with the existing key management schemes. gg;e adversa_rles can subscribe to the service as regular
utilizing batch rekeying [22] and introducing phantont’S€S: In this case, they are referred to as itrsede
users, the proposed anti-attack method aims to minim@gackers As we will show later in this section, inside

the mutual information between the rekeying proceé@taCkers can obtain very accurate estimation of GDI by

observed by the attackers and the true group dynami@@nitoring the messages conveying new key updating
prmation, referred to as theekey message&ven if

Various aspects of the proposed anti-attack scheme, SUH } )
as the communication overhead and the leakage of GBIE adversaries cannot become valid group members,
are evaluated based on the data obtained from MBdR&Y Still have the opportunities of stealing GDI as
sessions. The analysis on other non-tree based schefii§ide attackersss long as they can observe the traffic
is also provided. and dlsfungwsh the rekey messages and other data.
The rest of the paper is organized as follows. The N this section, we consider a popular tree-based
attack strategies and the anti-attack method for the c&fntralized key management scheme proposed in [6],
tralized schemes are presented in Section Il and SectfIin Present two attack strategies for inside and outside
[l respectively. In Section 1V, the performance criterigttackers’ anq finally discuss the vulnerability of other
of the proposed anti-attack method are derived and #EVvail centralized key management schemes.
optimization problem is formulated. Simulation results
based on the user log data from real MBone sessidhs Tree-based centralized key management schemes

are shown in Section V, followed by the conclusion in Similar to other tree-based schemes [2]-[7], the cen-

KOO K11 KEKs

Fig. 1. A typical key management tree

Section VI. tralized Versakey scheme in [6] employs a key tree to
maintain the keying material. As illustrated in Figure 1,

Il. GDI ATTACKS ON CENTRALIZED KEY each node of the key tree is associated with a key. The

MANAGEMENT SCHEMES root of the key tree is associated with the session key

In this section, we investigate the attack strategies tH&K), K, which is used to encrypt the multicast content.
aim to attack the centralized key management schentexch leaf node is associated with a user’s private key,
for obtaining the dynamic group information. In thisu;, which is only known by this user and the KDC. The



intermediate nodes are associated with key-encryptesbcessary.
keys (KEK), which are auxiliary keys and only for the The rekeying procedure although has some differ-
purpose of protecting the session key and other KEKences, most tree-based centralized key management
To make concise presentation, we do not distinguiskhemes [2]-[7] share two common properties. First,
the node and the key associated with this node in tgeoup members can distinguish the key updating process
remainder of the paper. due to user join and that due to user departure. Second,
Each user stores his private key, the session key, apley message size is closely related with the group
a set of KEKs on the path from himself to the root o$ize. Due to these properties, the attackers can estimate
the key tree. In the example shown in Figure 1, usel(ty, 1) andL(to,t1) by examining the rekey processes,
16 possessefuig, K, K¢, K1, K11, K111 }. The notation and estimateV (¢) directly from the rekey messages size.
z°' represents the old version of key 2" represents Next, we illustrate these two types of attacks on the key
the new version of ke, and{y}, represents the key management scheme presented in [6].
y encrypted by keyr.
When a user leaves the SEervice, all his ke_ys need t0@e attack Al: Estimating the number of join/departure
updated in order to prevent him from accessing the future,,s by inside attackers
communication. According to [6], when us&f leaves, . .
the KDC generates new keys and conveys new keys tdAn inside attacker, like other regular users, processes

the remaining users through a set of rekey messages as: Kﬁi ar:ﬁl a set of KEK;'] |_t|e receves rfksybmeris_salges,
o {K7¢9), : user 15 acquired(Tew, ecrypts the messages that are encrypted by his keys,

. _and observes the rekey message size without having to
o {KMW pnew { KWL 0a: user 13,14,15 acquire .
LR bacpe LT by dU"€ Inderstand the content of all messages. Since the key

Kpev. . e
) . updating process for user join and the process for user
o {KP%}gnew {K®"}ora: user9,---, 15 acquire . :
%niw brcpe AT iy d departure are different, he can estimaté&,,t,) and
1 . . - .
o (K70} oo {79} st USEr 1,---, 15 acquire L(tp,t1) using t.hg following strategy: .
new ’ « When receiving the rekey message contaimfjtf*
new,

encrypted by one of his KEKs, he assumes that one

o {KI*“}frew: all remaining users acquirk <", :
user leaves the service.

This key updating procedure guarantees that all remain- _ . .
ing users obtain the new session key and KEKs, while® When observing the increase of th_e I:EVISIOH number
user 16 is unable to acquire the new keys. Since the rekey ©f K« Ne assumes that one user joins the service.
messages are transmitted in the multicast channel [bllis strategy is effective when most users do not
every user receives all rekey messages although noti@if/leave simultaneously and the keys are updated
messages are useful for everyone. The session key, KERgnediately once each user join/departure. Otherwise,
and users’ private keys usually have the same length. THere complicated techniques involving examining the
communication overhead associated with key updatifgkey message size shall be used. When this attack is
can be described bsekey message sizdefined as the successful,N(¢) can be calculated frony(to,¢1) and
amount of rekey messages measured in the unit as fHéo,t1) as:
same size as SK or KEKs. In this example, the rekey N(t1) = N(to) + J(to, t1) — L(to,t1). 1)
message size i§ when userl( leaves the Service. It Even if the attacker do not know the initial value of the
linearly with the logarithm of the group size [6]. siz
When a user joins the service, the KDC chooses a
leaf position on the key tree to put the joining user.
In [6], each key is associated with a revision numbéy. Attack All: Estimation of group size from rekey
The KDC updates the keys along the path from tHEBE€SSage size
new leaf to the root by generating the new keys from Besides using (1), the group siZé(t) can also be
the old keys using a one-way function and increasirggtimated directly from the rekey message size. We will
the revision numbers of the new keys. The joining usderive a Maximum Likelihood estimator for the attackers
obtains the new keys through the unicast channel. Otlzard then demonstrate the effectiveness of this estimator
users in the group will know about the key change whehrough simulations.
the data packet indicating the increase of the revisionWe assume thaiV(¢) does not change much within
numbers first arrives, and compute the new keys usiagshort period of time. In this time period, there &ve
the one-way function. No additional rekey messages ateparture users who do not leave simultaneously. Thus,



the attacker makel” observations of the rekey messagehere h(k) denotes the number of elements in §&t:
size due to single user departure, denotedMbyg = [; = k} and obviously>", h(k) = W. Then, the values
{m1,ma, -, my}. of n and {Sy} that maximize (6) under the constraint

Similar to most key management schemes [2]-[6]3) and (5) are obtained using Lagrange multiplier as:
the key tree investigated in this work is fully loaded

and maintained as balanced as possible by putting the {Sk}tmr = Wh<k) (7)
joining users on the shortest branches. In the worst-

case scenario, the attacker knows this property and the W

degree of the key tree, denoted #yThen, the attacker Nup = W (8)

can calculate the depth of the branch where tife _ ' _ _ '
leaving user was located before departure, denoted byfhis ML estimator was applied to simulated multicast
L;. Without losing information, the observellsg is services. As suggested in [24] [25], the user arrival

converted to{ Ly = Iy, Ly = ly,---, Ly = Ly}, where process is modelled as poisson process, and the service
I, = (miTH] Then, the Maximum Likelihood (ML) duration is modelled as an exponential random variable.
estimator is formulated as: In Figure 2(a), 2(b), and 2(c), the estimated group size
Nusz, = argmax Prob{L; =1, i=1,--- W | N(t) = n}. is obtained by using the estimator in (8), and compared

@ with the true values ofV(¢). These three plots are for
different simulation settings. The entire service period

To solve (2), we introduce a set of new variables.

. IS divided into four sessions. The model parameters,
Sk k=Lomin Lonint1,Lmas» Where Sy is the number of . P

. . l.e. r arrival rate and aver rvice tim re fix
users who are on the branches with lengthL,, .. is e. user arrival rate and average service fime, are fixed

the length of the longest branches, dng;,, is the length \t/;/1|th!tr;l eachi sneSjlon rﬁ;ndd \éar)i/nlnrdlffere:t iﬁSS'Onsr' In
of the shortest branches. It is obvious that e session, described by intervia) 1, t;), the use

arrival rate is)\; and the average service time js.
> Sy =n. (3) In all three cases|ty,t1,t,t3,t4] IS chosen to be
k [0, 200, 1600, 3200, 5000] minutes, and the initial group
In addition, the length of the branches of a key tregize is0. The parametek;’s andﬂi’s are gi\/en in Figure
must satisfy the Kraft inequality [23],i.8_; d“~~=~% < 2 |n addition, Figure 2(d) demonstrates the performance
d*r=, whereb; is the length of the branch on which theyf the ML estimator, when it was applied to a real
userj stays andi = 1,2, -- -, n. Thus,Sg, which equals MBone audio session, CBC Newsworld on-line test,
to the number of elements in séb; : b; = k}, must starting on Oct. 29. 1996 and lasted for about 5 days
satisfy [26].
ZSdemm—k < dlmas (4) In all four cases, the changing trend of the group
% size is well captured by the attacker. It is also observed

It can be verified that the equality is achieved when dffat the estimated group size tends to be larger than the
intermediate nodes on the key tree haehildren nodes. true N(¢), which is due to the approximation that we

When the key tree is balanced and fully loaded, it I€place (4) by (5). Although not perfect, this estimator
reasonable to approximate (4) by is effective in helping the attackers to achieve many of

G glmarb _ ghma 5 their goals, such as analyzing audience behavior and
zk: ! = : (5) monitoring the group size changes.

. . . The inside attackers can launch both attack Al and
We assume that the leaving users are uniformly dig- : .
: : Il. They obtain J(ty,t;) and L(to,t1) using Al, and
tributed on the key tree, and the number of users in the ™ . .. .
. . e initial value N(¢p) using All. Then, N(¢) can be
system is much larger than the number of leaving user

i.e. N(t) >> W. Then, the probability mass functionO%tam(_’\d by using either (1) or (8), or jointly.
(pmf) of L, is It has been shown that the rekey messages must be

delivered reliably and in a timely manner in order to
Prob{L; = k |n, S} = %’ k= Lpin,- -, Lmaz.  9Quarantee the quality of service [27]. Therefore, it is pos-
, n . sible that rekey messages are treated differently from the
We assume thatl;,i = L1,---,WW are Lid. random oy ar data in terms of error control, or even transmitted
variables. Thus, the probability in (2) is calculated as’jp 5 rejiable multicast channel separated from the channel
S \"*) used for transmitting multicast content. This provides an
opportunity for outsiders to separate the rekey messages

Prob{L; =1, i=1,---, W [N(t) =n, Sy} =[] ()
k n . .
(6) and the multicast content. Thus, the outsiders may also



Estimate N(t) using ML estimator

. the number of users. Thu8/(¢) is obtained by measure
the length of the lock, which is the simplest All type
attack.

Tree-based key management schemes have been
known for their efficiency in terms of the usage of com-
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@ ® tree-based schemes, such as [3], [5]-[7], are similar to

600 80 that described in Section II-A. In these cases, both Al

50 60 and All type attacks can be applied. In [4], [8], [9],

another class of tree-based schemes were presented to
further reduce the communication overhead by introduc-
ing the dependency among keys, such as using one-way
% 1000 200073000 4000 5000 % so0 1000, 1500 2000 2500 function trees. In these SChemeS, Only All type attacks
Time (mir) ime (ir) are suitable.
Besides the tree-based scheme described in Section II-
i plot (@), [ As ds A= [05,0.5.05,0.3min" and A, VersaKey framework [6]' qlso includes a centralized
[u1,u27u37u4]:’[14’0077800,600,406]“;1- ’ flat scheme. When a user joins or leaves the group, the

In plot (b), [A1, AasAs, Al= [0.1,0.3,0.2,0.5]min~" and rekey message size equals to the length of the binary

group size N(t)

Now
o
=]

Fig. 2. Performance of the ML estimator.

(01, fi2, ju3, a]= [1500, 1500, 1000, 800]min. representation of the user ID, which can be independent
In plot (C), A1,A2, Az, Aa]= [0.3,0.7,0.1,0.9]min"! and ©Of N(t). Thus, this key management scheme is resistant
(11, p2, 13, pa]= [1400, 800, 600, 400]min. to both Al and All type attacks. This scheme, however,

Plot(d) is based on the user log file from a real MBone sessiag. vulnerable to collusion attacks. That is, the KDC
cannot update keys without leaking new key information
to the leaving user, who has a collusion partner in

launch attack All directly by monitoring the transmissiothe group. Although the GDI is protected, this scheme

of the rekey messages. cannot protect the multicast content well when collusion
It should be noted that the performance of the attaektacks are likely.

Al and All degrades when many users join/leave si- In lolus [11], a large group is decomposed into a

multaneously. It will be shown in Section Il that thenumber of subgroups, and the trusted local security

rekey message size still reveals a significant amowagents perform admission control and key updating for
of information on GDI even when multiple users aréhe subgroups. This architecture reduces the number
removed from or added to the key tree together. of users affected by key updating due to membership

changes. Since the key updating is localized within

each subgroup, the attacker can only obtain the dynamic

Eéh\éumlzgability of prevail centralized key mr’m""gemer?“ﬁembership information of the subgroup that he belongs
to.

The attack methods described in Section II-B and II-C The idea of Clustering was introduced in [12] to
can be tailored to many other key management schemashieve the efficiency by localizing the key updating.
When the inside attacker can separate the rekey messages group members are organized into a hierarchical
for user join and those for user departure, they launclustering structure. The cluster leaders are selected from
Al type attacksWhen the amount of rekey messages group members and perform partial key management.
largely depends on the group size, attackers can laurBihce the cluster leaders establish keys for the clus-
All type attacksalthough the estimator may be slightlyter members through pair-wise key exchange [12], the
different from (8). In this section, we review several kegluster members cannot obtain GDI of their clusters.
management schemes and discuss their vulnerabilityHowever, the cluster leaders naturally obtain the dynamic
Al and All type attacks. membership information of their cluster and all clusters

Since protecting GDI is not part of the design goal ibelow by participating key management. In [12], the
traditional key management schemes, it is not surprisiotyster size is chosen from 3 to 15. Therefore, this key
that some schemes reveal GDI in a very direct way. Faranagement scheme can be applied only when a large
example, in the approach proposed in [10], a securipption of group members are trusted to perform key
lock is implemented based on the Chinese remaindeanagement and obtain GDI.
theorem and the length of the lock is proportional to In [28], a topology-matching key management



Is attack All | Is Attack Al

Centralized Key Management Schemes Effective? Effective?
Key Graph [5], Wallner98 [3], Yes Yes
Tree-based scheme in
VersaKey framework [6]
Tree Based Embedding [7]
One-way function tree [8] Yes No
Improve Key Revocation [4]
ELK [9]
Security lock [10] Yes -
Flat Flat centralized scheme No No
in VersaKey framework [6]
Local security | lolus [11] Local Local
agents Clustering [12] No No
Others TMKM [28] Local Local
TABLE |

VULNERABILITY OF PREVAIL CENTRALIZED KEY MANAGEMENT SCHEMES

(TMKM) scheme was presented to reduce the com-We first introduce the concept &atch Rekeyinghat
munication overhead associated with key updating Ipjays an important role in our anti-attack technique.
matching the key tree with the network topology ands proposed in [22], batch rekeying is to postpone the
localizing the transmission of the rekey messages. In thigdates of keys such that several users can be added
scheme, group members receive only the rekey messaigesr removed from the key tree altogether. Compared
that are useful for themselves and their neighbors. Thugth updating keys immediately after each user join or
they only obtains the local GDI by using Al or All typedeparture, batch rekeying reduces the communication
attacks. overhead at the expense of allowing the joining/leaving
As a summary, Table | lists various key manageser to access a small amount of information before/after
ment schemes and their vulnerability to Al and Alhis join/departure.
type attacks. We can see that the All type attacks areln this work, batch rekeying is implemented as pe-
effective for stealing GDI or local GDI from many keyriodic updating of keys and the time between key up-
management schemes. Two schemes, flat VersaKey déles are fixed and denoted Wy;. Particularly, the
and the clustering [12], are resistant to these attacksers who join or leave the group in the time interval
Their usage, however, are limited by the fact that theyk — 1)B,, kB,], are added to or removed from the key
are either not resistant to collusion attacks or must pwée together at timé&B;. Then, the notations of GDI
trust upon a large number of cluster leaders. Thereforefunctions are simplified asi(k) = J((k — 1) By, kBy),
is very important to investigate the anti-attack techniquésk) = L((k — 1)By, kB;), and N (k) = N(kBy).
to protect group dynamic information that are compatible Since the Al type attacks are effective only when users
with a variety of key management schemes. are added to or removed from the key tree individually,
utilizing batch rekeying can fight against the Al type
attacks. However, batch rekeying alone is not enough to
fight against the All type attacks. Figure 3 shows some
We have discussed two types of attacks that caimulation results for the batch rekeying whBpis set
steal GDI from centralized key management schemés.be 5 minutes. Simulation setup is similar to that in
This discussion, however, does not cover all aspe&sction II-C. The solid line in Figure 3(a), 3(b), 3(c), 3(d)
of the key management schemes that can reveal graapresent theV(k), J(k), L(k) and the rekey message
dynamic information. For example, the number of KEKsize, respectively. One can see that the rekey message
possessed by the inside attacker equals to the depttsia® is closely related td.(k) and reflects the trend of
the key tree and reveals at least the order of the grodjik). A large amount of information abou¥ (k) and
size. We can also show that the IDs of the keys revela(k) can be obtained by the attackers from examining
the structure of the key tree. Thus, new attack methodie rekey message size.
may emerge in the future. Therefore, we propose an anti-Besides using batch rekeying, we propose to insert
attack framework that is robust to various types of attackhantom users into the system. These phantom users,
and compatible with most centralized key managemead well as their join and departure behavior, are created
schemes. by the KDC in such a way that the combined effects

[Il. ANTI-ATTACK TECHNIQUES



of the phantom users and the real users lead tQzsw

# of users # of users joining

new rekeying process, callebserved rekeying process s
which is observed by the attackers. An important goal
for the system to produce an observed rekeying proct ,
that reveals the least amount of information about tl
GDI.
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Let N,(k) denote the total number of the real an
phantom users, and,(k) and L,(k) denote the total
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number of the real and phantom users who join/lea
the service respectively,(t), J,(k), andL,(k) are re-

ferred to as thartificial GDI. From the key management
points of view, the phantom users are treated the sa
as the real users. They occupy leaf nodes on the |
tree, and they are associated with a set of KEKs tt
are updated when they virtually join or leave the grou
Thus, the observed rekeying process only depends on the
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3. The anti-attack scheme using phantom users and Batch

We first consider choosing the artificial GDI as a sét<eYd

of constant functions, that is,

Jo(k) = Lo, La(k) = Lo, Na(k)=No. (9)

By doing so, the observed rekeying process does not le
the information about the changing trend of the real GDI.
However, the perfect flat artificial GDI functions in (9)
may not be achievable. Since the real GDI functions a@
random processes, it is possible that the predetermin c}
Ly and Yy are not large enough such that the artificial
GDI cannot be maintained as straight lines. For example,
when N (k) > Ny, N,(k) cannot be the predetermined
value Ny because the number of phantom users must be
non-negative. In fact, the artificial GDI functions must
satisfies four requirements: (rly,(k) > N(k), (r2)
La(k) > L(k), (r3) Ju(k) > J(k), and (r4) Ny(k) =
No(k—1)+ Jo(k) — Lo (k). In this work, we choose the
artificial GDI functions as:

No(k) = max{N(k), No} (10)
Jak) = max{J(k), L(k), Lo} (11)
La(k) = Na(k_l)_Na(k)+Ja(k) (12)

WhenN (k) < Ny, L(k) < Ly, andJ (k) < Lo, equation
(10)-(12) are equivalent to (9). We can prove that the
artificial GDI functions in (10)-(12) satisfy requirement
(r1) (r2) (r3) and (r4).

for selectingVy and Ly will be presented in Section

V.

Before the service starts, creal® phantom users
and establish a key tree to accommodate them. Set
index k = 1.

While the service is not terminated, execute the
following:

— Record user join and departure requests in
the time period((k — 1) By, kB;], and obtain
J(k) and L(k). During this time, the current
session key is sent to the joining users such that
they can start receiving the multicast content
without delay.

At time kB, the KDC creates/, (k) — J(k)
phantom users joining the service, and then
selects L,(k) — L(k) phantom users in the
current system and makes them leave. Fol-
lowing the key updating procedure presented
in any existing key management schemes, the
KDC updates corresponding keys for real and
phantom users’ join and departure. The number
of total real and phantom users are maintained
to be N, (k).

— Setk=Fk+1.

It shall be noted that there are many other ways toFigure 3(a), 3(b), and 3(c) illustrate the real GDI

choose the artificial GDI functions. The proposed antf(
attack scheme supports any artificial GDI functions thg’g(k

satisfy the requirement (r1)-(r4).

k), L(k), J(k)) and the artificial GDI NV, (k), Lq(k),
)) for a simulated multicast service. The simulation

results of communication overhead, i.e. the rekeying

Given the artificial GDI functions, the KDC createsnessage size, is shown in Figure 3(d), where the solid
phantom users and performs key management as folloyise represents the case without phantom users and the
(1) DetermineN, and L, based on the system requiredash line represents case when the proposed anti-attack

ments and the users’ statistical behavior. The critetiaethod is applied. We can see that the observed process



reveals very limited information about the real GDIThe mutual information/(R; A), describes the reduction

Not surprisingly, the communication overhead increasés, the uncertainty of the real GDI (R) due to the

which is a disadvantage of utilizing phantom users. knowledge of the artificial GDI (A) [23]. Therefore, the
Utilizing phantom users and batch rekeying is not tHeakage of the GDI can be measured by

only solution to the problem of GDI leakage. There are

other techniques that can protect GDI from one or several

attacks. For example, embedding rekey messages iff9ara H(.) and H(.|.) denote the entropy and condi-
the multicast content [7] can prevent outside attaCket'fﬁnal entropy, respectively.

to launch the All type attacks. Using the same rekeying Equation (10) - (12) indicate that the artificial GDI is

procedure for user join and departure is also a good WaYet of deterministic functions of the real GDI. Thus, the
to prevent the Al type attacks. In addition, the KDC caynditional entropy in (15) equals to zero, iIfE(A|R) =

generate faked rekey messages to prevent the All ty(?.eSinceLa(k) is directly computed fromJ, (k), N (k)
attacks, which is different from the proposed anti-attacl, ; \r (k—1) in (12), the termd.a (1), La(2), - - -, La(T)

scheme where the key tree reserves slots for the phan@(,m be removed from the expression of the entropyt of
users and all rekey messages have meanings. ie. H(A) = H(Ny(1), -, Na(T), Ju(1),--, J (T))j

Compared with other techniques, using phantom userrﬁen’ the upper bound dffR; A) is calculated as:
and batch rekeying has two major advantages. First, ’

I(R;A) = H(A) — H(A|R), (15)

the proposed anti-attack scheme resists to a variety ofR; A) = H(Ny(1), -+, Nao(T), Jo(1), -+, Jo(T))
attacks. Since the real GDI are concealsefore the < ZH(Na(k‘)) +ZH<Ja(k))' (16)
rekey messages are generated, the attackers only see the 5 A

artificial GDI from the observed rekeying process unlessh ity i hieved Wher . (& Dk =
they break the encryption or compromise the KDC:I € e;ua Ity 1s ac” |e_vz w S‘ﬁ “(I ?’Ja( >£j h_ h
Second, the proposed scheme does not rely on spec]ifii:' -, T} are mutually independent. It is noted that the

rekeying algorithms and is compatible with existing ke DI at “”?e kBtI qng the SDI athtlmg(k:l + 1) By dcarr:
management schemes. e approximately independent whéh is large and the

group is high dynamic. In these cases, (16) provides a
IV. PERFORMANCEMEASURE AND OPTIMIZATION  tight upper bound of (R; A).
We introducepy, (n) andpy,, (n) to denote the pmf

In this section, we define two performance criteria ;
P ;{V(’f) and N, (k), respectively. From (10), one can see
at

and evaluate the performance of the proposed anti-att%
technique. The criteria are (a) the amount of informatid

leaked to the attackers measured by mutual information, Zivgo N, (), n= Ny
and (b) the communication overhead introduced by the PN, (n) = PN, (1), n > Ny
phantom users. We study the tradeoff between these two 0, 0.W.

metrics and provide a framework of choosing proper,
amount of phantom users, described by the parame-{gren’

Lo and¥o in (10)-(12). H(No(k)) = —(1—€l)log(1 — €k)
A. The leakage of GDI — Y pn,.(n)logpn, (n)(17)
We use mutual information to measure the leakage of n=No+1

the GDI, which is independent of the attack strategi%here 6% -1 Zivﬂopm(l’)- Similarly, let py, (z),
adopted by the attackers and represents the maxim 5nk (), andpz, (y) denote the pmf off (k), J.(k), and
amount of information that the attackers can possib (“k% respectively. We then have,

obtain. LetT be the total number of key updating, that

is, the service duration i¥'B;. Then, the real GDI is H(Ja(k)) == pJ..(j)logps,, (j), (18)
described by a set of random variables as J
R={N(),---,N(T),J(1),---,J(T), and,
L(l)vyL(T)}a (13) (1—65)(1—612), j=1Lg

and the artificial GDI is s, () X0 pr, (v) + L, (G) 30 pa (@)
+ka:(j)ka(j)v J> Lo

A= {Na<1)7"'>Na(T)7Ja(1)7"'>Ja<T)7 0, o.w.
La(l)v'”vLa(T)}‘ (14) (19)

PJar (]) =



whereeL’f,h: 1—](25;0 ﬁjk (z) ?nde’z ? 1-3 1o, pth (y). M(L,N,d) as:

Given the pmf of the real GDI functions, the upper

bound of[(R; A) is calculated from (16)-(19). Since the M(L, N, d) < dLlogy(N). (23)

observed rekeying process is determined by the artificihis upper bound indicates that the communication

GDI, the mutual information between the observed proverhead increases linearly with the number of departure

cess and the real GDI is bounded by?; A) due to the users and with the logarithm of the group size.

data processing theory [23]. TherefoE,R; A) is the Let C, and C, be the average communication over-

upper bound of the amount of information that can Heead for rekey process based on real GDI and the

possibly obtained by the attackers. artificial GDI, respectively. Then, the extra communi-
From (10)-(12), one can see that the artificial GDdation overhead introduced by the proposed anti-attack

reveals the real GDI wheWV(k) > Ny, L(k) > Lo, technique is:

or J(k) > Lo. We defineoverflow probabilityas the | T

probability that the artificial GDI cannot be straight Ca—Cp = =3 M(Lq(k),Na(k),d)

lines, i.e.1 — ming(1 — €&)(1 — €¥)(1 — €%). Besides Ty

the mutual information, overflow probability can be a

more visualized complementary measure for the leakage -

of the GDI. When the overflow probability is zero, the

calculation in (16)-(18) leads to the result thiaR; A) = When the overflow probability is small, (24) can be

0, which indicates the prefect protection of the real GD&pproximated by:

I
—

T
> M(L(k),N(k),d). (24)
k=1

Nl =

1
T

M=

B. Communication Overhead Cy — Cr = M(Lo, Ny, d) — M(L(k), N (k),d).(25)

Communication overhead, measured by the rekey mes-
sage size, is one of the major performance criteria of kgy system Optimization
management schemes [2] [3]. We introduce the notation . : .
From the system design points of view, parameter
M(L, N, d) as the expected value of the rekey message
. . o and Ny should be chosen such that the leakage of
size when removingL users from the key tree that

. the GDI is minimized while the extra communication
contains totalNV users and has degrek We assume . )

. . S verhead do not exceed certain requirements. When the
that the leaving users are uniformly distributed on a fu@verflow robability is small. the optimization problem
loaded and balanced key tree. Then, theredan§EKs is formulaqted as: y ' P P
at the I*" level of the key tree fol = 1,---,D — 2 '
and D = [log, N, and the number of the KEKs at the .

(D — 1)t level is s = (N;i[l"lw_ ]{}0171?0 H(Na(k)) + %:H(Ja(k)) (26)
Let o! be the number of KEKs need to be updated %bb'ect to:
levell when L user leaves the service. Thel(L, N, d) J '

is expressed as:

k=1

M(L07N0)d) S ﬂv (27)

D_1 D1 where S is the maximum allowed communication over-
M(L,N,d) = E [Z az] - Z Eloq] (20) head per key updating. We can show tB&tN,(k)) in
1=0 1=0 (18) is monotonous non-increasing wit¥y; H(J,(k))
We introduce the notatiotB(b, i, a), which is equiva- N (17) is monotonous non-increasing with; and the
lent to the expected number of non-empty boxes wheéAmmunication overhead/ (Lo, No,d) in (20) is non-
putting i items in b boxes with repetition where eachdecreasing withl,, and No. Therefore, the optimization

box can have at most items. The detailed calculationProblem is simplified as:

of B(b,i,a) is provided in the Appendix. We can show
that IIll/loIl Z H(Na(k)) + Z H(Ja(k)) No=M-1(8)|1,.a
k k 0 >
d N where M ~1(8)|1,.q is the largest value o, that sati-
LoCH(GCE) - eties (27) with given., andd. Fortunately, the number
LI\ L-L '
Elap—1]=(d—-1) Z (JLV) B(s1, L, d) (22 of departure users between two key updates is usually not
=1

i‘ a large number in practice. Thus, the searching space for
Using the fact that[t] < B(b,i,a) < min(b,i) parameterl, is not large and this optimization problem
c

(see Appendix), we %n derive the upper bound of tlean be solved by full search.
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Fig. 5. Upper bound of the GDI leakages
Fig. 4. The GDI of a long audio session in MBone

Communication Overhead vs. L and N

V. SIMULATIONS OF THE ANTI-ATTACK SCHEME

oNo®)

2
S
S}

Mlistent, a tool developed at Georgia Institute of Tech-
nology, can collect the join/leave time for the multicast
group members in MBone [24] sessions. Using this
tool, the characteristics of the membership dynamics of
MBone multicast sessions has been studied in [24] [25].

The proposed anti-attack scheme is applied to the
data collected in 1996 [26]. Particularly, we selected one
audio session that started on Oct. 29th and lasted for
about 5 days and 20 hours. Figure 4 shows i),
L(k) and J(k) of this session, where thB; is chosen
to be 15 minutes.

It is suggested that the users statistical behavior,  F9- 6. Communication overheald (Lo, No, d)
such as inter-arrival and membership durations, can be
modelled by exponential distribution in a short period
of time [24]. In the simulation, the entire service timé27) with fixed Lo, i.e. No = maz{N : M(Lo, N,d) <
is divided into non-overlapped sections, as illustrated . Where 8 is chosen to bes0 in this example. As
Figure 4. The length of these sessions is set to be 4 hogligcussed in Section IV, the optimal values af and
To simplify the analysis, it is assumed thait(k), L(k) Vo must be on this curve. Therefore, the upper bound
and J (k) are stationary and ergodic Poisson process¥sthe GDI leakagey_, H(Nq(k)) + 321, H(Ja(K)), is
in each session. Then, we can calculate the GDI leak&y@luated only atLo, No = maz{N : M (Lo, N,d) <
using (16)-(19). G}), which is shown in Figure 7(b). The optimal values

Figure 5 and Figure 6 demonstrate the upper bouffiLo and Ny are also marked.
of mutual information (see (16)) and the communica- Figure 8 shows the tradeoff between the commu-
tion overheadM (L, Ny, d) for different values ofL, nication overhead and the GDI leakage. This figure
and N, respectively. We can see that Communicaticﬁ'ﬁmonstrates the upper bound of the mutual information
overhead is a non-decreasing function with and N,, as @ function of the communication overhead constraint,
while the GDI leakage is a non-increasing function witihere the parametets, and Ny, have been optimized.
Lo and Ny. This verifies the arguments in Section V. This can help the system designer in determining the

Figure 7 illustrates the solution of the optimizatiofroper 5 for the communication constraint in (27).
problem. Figure 7(a) shows the maximum valuelaf When not using phantom users, the artificial process is

that satisfies the communication overhead constrainti@igntical to the real process and we halfg?; A) =
I(R; R) = H(R). In this case, this particular multicast
available at www.cc.gatech.edu/computing/Telecomm.mbone Session require average 3.6 rekey messages to be sent

e N W
S S S
S 3 1S}

,_‘
1)
S o

Upper bound of Communication Overhead (M(L,
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The maximum N, that satisfies the comm. overhead constrain, (3=50) GDI leakage vs Communication Overhead for a non-active session
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communication overhead : 3.6
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—
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Fig. 8. The GDI leakage versus communication overhead for a real
Fig. 7. lllustration of selecting Optimal parametdts and No. ~ MBone audio session

in every 15 minutes®, = 15) and hasl(R; A) ~ 137.

GDI leakage vs Communication Overhead for an active session
T T T T

Figure 8 shows that the proposed anti-attack scheme ¢ *
reducesI(R; A) to 5.5 by increasing the communica- vinen notusingphantom users
tion overhead t®3.2 messages every 15 minutes. The e ot eoL 2402
communication overhead, is significantly larger than sr
C, because a large amount of activities of the phantol 5 °f
users must be created. However, the absolute value Tas
the C, is still small compared with the multicast data
throughput. On the other hand, the leakage of the grot st
dynamic information is greatly reduced. 1o}
It is important to note that this MBone audio sessiol o
contains only up to 60 users and represents the sceng . ‘ ‘ ‘ ‘ ‘ :
where the group size is small and group members a T T cnmcamoweas

not very active. Due to the lack of the experimental data

for large multicast groups, we investigated a simulatety. 9. The GDI leakage versus communication overhead for a
multicast session with larger group size and more actigglated multicast session

group members. The simulation setup is the same as that

is used for Figure 2(c) in Section I, where the group size

is about 500. When not using phantom users, the KDC

sends average 28.16 rekey messages in every 5 mingi€s from a large number of centralized key management
(Bt = 5), while the amount of information leaked toschemes, and investigated the techniques of improving
the attackers, H(R), is 249.2. The performance of thge existing key management schemes such that the
proposed anti-attack methods is shown in Figure 9. VD| as well as the multicast content is protected. In
can see that the GDI leakage can be reduced to 5 at f2gticular, we developed two effective attack strategies,
expense of increasing the communication overhead\idich exploit the format and the size of the rekey
93 messages per 5 minutes. The relative communicatigessages. To protect the GDI, we proposed the anti-
increase is smaller than that for the less active sessiofgack technique utilizing batch rekeying and phantom
users. This anti-attack technique reduces the leakage
VI. CONCLUSION of the GDI and is fully compatible with the existing
This paper raised the issues of the disclosure of thentralized key management schemes. We investigated
dynamic group membership information through kethe tradeoff between the communication overhead and
management in secure multicast communications. Suble leakage of the GDI, and provided a framework
a security concern has not been discussed in traditiofia selecting the proper amount of phantom users. The
key management schemes. We demonstrated that piheposed anti-attack technique was tested on real MBone
attackers can successfully obtain good estimates of theer log data and simulated multicast sessions.



APPENDIX [12]

We definen(b, i, a) as the number of non-empty boxes
when randomly putting identicalitems into identicab
boxes with repetition and each box can have at naost13]
items. It is obvious that the value efb, i, a) is bounded

as By < n(b,i,a) < Bj, where By = %

and By = [14]

min(¢, b). We can show that the pmf ef(b, i, a) can be
calculated recursively as:

Prob{n(b,i,a) = By} =

Prob{n(b,i,a) = By + k} =

[15]

V) (7)

1{ b \(aBo+k)) @
N B()—I—k' 7

k-1
) mz;o (b _kB_OT; m) Prob{n(b,i,a) = By + m}. [17]
Then, the expected value of(b,i,a),i.e. B(b,i,a), is "

computed as:

B,—B,

B(bji,a) = Y (Bo+k)-Prob{n(b,i,a) = By +k}. (1]

(1]
(2]

(3]

(4]

(5]

(6]

(7]

(8]

9]

[10]

[11]

k=0
(29)
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